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Abstract

This paper is devoted to comparing numerical schemes for a differential equation with convection and fourth-order dif-
fusion. Our model equation is ut þ ðu2 � u3Þx ¼ �ðu3uxxxÞx, which arises in the context of thin film flow. First we employ
implicit schemes and treat both convection and diffusion terms implicitly. Then the convection terms are treated with well-
known explicit schemes, namely Godunov, WENO and an upwind-type scheme, while the diffusion term is still treated
implicitly. The diffusion and convection schemes are combined using a fractional step-splitting method.
� 2008 Elsevier Inc. All rights reserved.

1. Introduction

In this paper we consider numerical solutions to the following equation

ut þ f ðuÞx ¼ �ðu3uxxxÞx; ð1:1Þ
where the flux is given by

f ðuÞ ¼ u2 � u3: ð1:2Þ
Eq. (1.1) describes the flow of a thin liquid film, where uðx; tÞP 0 denotes the film thickness. The flux terms
represent surface shear and gravity, where the forces act in opposing directions, the diffusion term on the right
hand side represents surface tension. The surface shear term may arise due to temperature or concentration
gradients or to an external shear force (caused by wind for example). Derivations of Eq. (1.1) and related
equations may be found in the reviews [21,25]. For the specific case when thermocapillary effects produce
the surface shear, Eq. (1.1) is derived in [4,11], with a wind induced stress a derivation is given in [22,23].
Experimental results showing typical film shapes for thermocapillary flow up a vertical plate are presented
in [11]. The experiments show good agreement with numerical solutions for the small times that the
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experiments have been run [3]. However, it is the properties of the numerical solution that we are focussing on,
not the comparison with experiment.

The numerical solution of Eqs. (1.1) and (1.2) is constrained by the diffusion term. An explicit scheme
requires a time-step Dt of the order ðDxÞ4. Consequently in regions where high resolution is required, such
as at a moving front, a singularity or at blow-up, the computational time is prohibitive. Implicit methods
are therefore generally preferred. Recently these have been coupled with adaptive meshes to permit high accu-
racy in the regions of primary interest, see [2,12,27,33] for example. However, the first-order convection term is
not subject to the same constraint and there are many different methods to deal with nonlinear convection. In
the following work we focus primarily on a comparison between finite difference, Godunov, an adapted
upwind and WENO schemes applied to the convection term. We also investigate the effect of applying fully
implicit and Crank–Nicolson schemes. Even if it is possible to solve the full equation in a single step with
implicit schemes, fractional step splitting, alternating between solving for the diffusion and convection terms,
is applied in all cases for consistency in the tests.

The majority of our numerical examples will be taken from [4]. We use these examples because Bertozzi
et al. [4] present a very careful numerical and analytical investigation of Eqs. (1.1) and (1.2) and the cases pre-
sented show a wide variety of behaviour in the solutions. The flux function has a point of inflexion at u ¼ 1=3.
The form of solution is likely to change around this point, consequently in our numerical solutions we will
take limiting values for u close to this value.

2. Numerical schemes

The notation employed in the numerical calculations is as follows. We consider a uniform mesh xjþ1=2 with a
fixed width h � Dx > 0, where xjþ1=2 ¼ ðjþ 1=2Þh, j 2 Z. The time mesh is given by tn ¼ nDt, with a fixed time
step size Dt > 0. A solution to a nonlinear convection equation may have a discontinuity and its numerical
correspondence Un

j is usually considered as the approximation to the cell average of the true solution, i.e.,

Un
j ffi

1

h

Z xjþ1=2

xj�1=2

uðx; tnÞdx: ð2:1Þ

We use a fractional step-splitting method to handle two terms in Eq. (1.1). The convection term will be tackled
via various implicit and explicit finite difference (or finite volume) methods which will be given in the following
section. We will observe the performance differences made by these schemes for the convection part. The dif-
fusion term will always be dealt with via an implicit method.

2.1. Finite difference for the diffusion term

First consider a finite difference scheme for the diffusion equation

ut ¼ �/ðuÞx; /ðuÞ ¼ u3uxxx: ð2:2Þ
We view un

jþ1=2 as a time average of uðx; tÞ on the interval t 2 ½tn; tnþ1� at the interface x ¼ xjþ1=2. Then, after
integrating (2.2) over the mesh ½xj�1=2; xjþ1=2� � ½tn; tnþ1�, one can easily check that the cell averages given by
(2.1) satisfy

Unþ1
j ¼ U n

j �
Dt
h
ð/ðun

jþ1=2Þ � /ðun
j�1=2ÞÞ; ð2:3Þ

where we view /ðun
jþ1=2Þ as a time average of the diffusive flux on the interval t 2 ½tn; tnþ1� at the interface

x ¼ xjþ1=2. Since

uðxþ 2hÞ � 3uðxþ hÞ þ 3uðxÞ � uðx� hÞ ¼ h3uxxxðxþ h=2Þ þOðh5Þ;
we obtain the following finite difference representation

h3/ðun
jþ1=2Þ ffi

U n
jþ1 þ Un

j

2

� �3

ðUn
jþ2 � 3U n

jþ1 þ 3Un
j � U n

j�1Þ ¼: Ujþ1=2ðUnÞ:

Y. Ha et al. / Journal of Computational Physics 227 (2008) 7246–7263 7247



Author's personal copy

However, this approximation is impractical since the time step Dt should be of order h4 to be stable which
demands a huge computation time. Therefore, we consider an implicit method given by

U nþ1
j ¼ Un

j �
Dt

h4
½hðUjþ1=2 � Uj�1=2ÞðU nÞ þ ð1� hÞðUjþ1=2 � Uj�1=2ÞðUnþ1Þ�; ð2:4Þ

where h is a weighting factor. If h ¼ 0:5, then the method is Crank–Nicolson, with second order accuracy in
space and time. If h ¼ 0, then the method is fully implicit, with first order in time and second order in space. If
h ¼ 1, then it gives an explicit method.

We are interested in the behaviour of a solution on the whole real line. However, since the domain of com-
putation should be finite, a numerical boundary condition is required. Since the solution is expected to be flat
for jxj large, we take boundary conditions,

uxða; tÞ ¼ uxðb; tÞ ¼ 0; t > 0;

where the interval ½a; b� is the domain of the computation. To impose these boundary conditions numerically
we simply add two more imaginary boundary points and assign them the value at the boundary.

2.2. Finite difference for the convection term

We now consider a numerical scheme for the convection part,

ut ¼ �f ðuÞx: ð2:5Þ
Integrating (2.5) over the mesh ½xj�1=2; xjþ1=2� � ½tn; tnþ1� similarly shows that the cell averages satisfy

U nþ1
j ¼ Un

j �
Dt
h
ðf ðun

jþ1=2Þ � f ðun
j�1=2ÞÞ: ð2:6Þ

A numerical scheme given in this form is called a conservative one and gives correct speeds of possibly discon-
tinuous waves. The choice of numerical scheme determines the intercell (time) average flux,

f ðun
jþ1=2Þ ffi f ðuðxjþ1=2; tÞÞ; tn

6 t 6 tnþ1: ð2:7Þ
In a numerical scheme the average flux f ðun

jþ1=2Þ or the average itself, un
jþ1=2, is approximated using its neigh-

boring cell averages. For explicit schemes the cell averages at the time step n are used

f ðun
jþ1=2Þ ffi F ðU n

j�k1
; . . . ;U n

jþk2
Þ ¼: F jþ1=2ðUnÞ:

In this notation F jþ1=2ðU nÞ should be understood as the intercell average flux at the interface xjþ1=2 obtained
using sequence U n. Then, implicit methods are obtained by replacing U n with U nþ1, i.e.,

f ðun
jþ1=2Þ ffi F ðU nþ1

j�k1
; . . . ;U nþ1

jþk2
Þ ¼ F jþ1=2ðU nþ1Þ:

Many schemes have been developed and are widely used to deal with convection. We will now investigate the
application of Godunov, an adapted upwind and WENO methods to the convection equation (2.5).

2.2.1. Crank–Nicolson and a fully implicit scheme
The Crank–Nicolson scheme is obtained by approximating the intercell time average by the flux average

using four adjacent cells, i.e.,

f ðun
jþ1=2Þ ffi

1

4
ðf ðUn

j Þ þ f ðUn
jþ1Þ þ f ðU nþ1

j Þ þ f ðU nþ1
jþ1 ÞÞ:

Then the corresponding numerical scheme is written as

U nþ1
j ¼ Un

j �
Dt
4h
½ðf ðU nþ1

jþ1 Þ � f ðU nþ1
j�1 ÞÞ þ ðf ðU n

jþ1Þ � f ðUn
j�1ÞÞ�: ð2:8Þ

This Crank–Nicolson scheme is partly implicit. If an approximation f ðun
jþ1=2Þ ffi 1

2
ðf ðU nþ1

j Þ þ f ðU nþ1
jþ1 ÞÞ is ta-

ken, then one obtains

U nþ1
j ¼ Un

j �
Dt
2h
ðf ðUnþ1

jþ1 Þ � f ðUnþ1
j�1 ÞÞ; ð2:9Þ

7248 Y. Ha et al. / Journal of Computational Physics 227 (2008) 7246–7263



Author's personal copy

which will be called a fully implicit method in this paper. The diffusion term in (1.1) should be tackled via an
implicit method since it takes too much computational time to treat a fourth-order term explicitly. Therefore,
these implicit methods have the advantage of simplicity, in that all terms in the full governing equation can be
dealt with in the same manner.

2.2.2. Godunov scheme

Godunov schemes [6,18,19,31] are based on the solution of the Riemann problem using characteristic infor-
mation within the framework of a conservative method. Since the flux is non-convex, one should consider con-
vex–concave envelopes to construct Riemann solutions (see [14,15] for general non-convex fluxes).

Suppose that ul > ur and the initial value is given by

u0ðxÞ ¼
ul; x < 0;

ur; x > 0:

�

Then the ‘concave’ envelope, say kðuÞ, of the flux in the domain ½ur; ul� should be considered, which is

kðuÞ :¼ inf
g2B

gðuÞ; B :¼ fg 2 C2ðRÞ : g00ðuÞ 6 0; gðuÞP f ðuÞ for ur < u < ulg:

The solution of the Riemann problem is

uðx; tÞ ¼
ul; x < aðtÞ;
gðx=tÞ; aðtÞ < x < bðtÞ;
ur; bðtÞ < x;

8><
>: ð2:10Þ

where the rarefaction profile gðxÞ is given by the relation k0ðgðxÞÞ ¼ x and aðtÞ ¼ k0ðulÞt 6 k0ðurÞt ¼ bðtÞ. Sim-
ilarly, if ul < ur, the rarefaction profile gðxÞ is obtained after replacing the concave envelope with the ‘convex’
one,

lðuÞ :¼ sup
g2A

gðuÞ; A :¼ fg 2 C2ðRÞ : g00ðuÞP 0; gðuÞ 6 f ðuÞ for ul < u < urg;

and aðtÞ ¼ l0ðulÞt 6 l0ðurÞt ¼ bðtÞ. Considering the structure of the flux f ðuÞ ¼ u2 � u3, one can easily see that

k0ðgÞ ¼ 0() g ¼ 2=3 and l0ðgÞ ¼ 0() g ¼ 0:

Therefore, the intercell time average un
jþ1=2 may have values ul; ur; 2=3 or 0. If 0 6 uðx; tÞ 6 2

3
, which is our do-

main of interest, then the envelopes are increasing functions in the domain and hence aðtÞP 0 and un
jþ1=2 ¼ ul.

In other words, the Godunov scheme is basically an upwind scheme, i.e.,

Unþ1
j ¼ U n

j �
Dt
h
ðf ðU n

j Þ � f ðU n
j�1ÞÞ: ð2:11Þ

The Godunov method can be modified to a second order scheme by employing a proper limiter. For this
example we simply take

f ðun
jþ1=2Þ ffi f ðU n

j Þ þ
h
2

f 0ðU n
j Þ 1� f 0ðUn

j Þ
Dt
h

� �
rn

j ;

where rn
j is a limiter. We use monotonized centered, van Leer (VL) or Superbee (SB) limiters in later examples

(see [32] for example).

2.2.3. An adapted upwind scheme

An adapted Godunov-type semi-discrete scheme was introduced in [16,17] which gives the flexibility of cen-
tral type schemes. We first compute the local speeds of propagation at the interface x ¼ xjþ1=2. Since the speed
of propagation is related to the CFL condition, we can estimate the local speeds of the right and left sides of
the cell boundary. The local speeds of wave propagation are bounded by sn

jþ1=2;r and sn
jþ1=2;l which are given by

sn
jþ1=2;r ¼ max

C
ðf 0ðuÞ; 0Þ; sn

jþ1=2;l ¼ min
C
ðf 0ðuÞ; 0Þ; ð2:12Þ
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where C ¼ fu : u is between U n
j and U n

jþ1g. Employing these local speeds of propagation the intercell average
flux is approximated by

f ðun
jþ1=2Þ ffi

sjþ1=2;rf ðu�jþ1=2Þ � sjþ1=2;lf ðuþjþ1=2Þ
sjþ1=2;r � sjþ1=2;l

þ sjþ1=2;rsjþ1=2;l

sjþ1=2;r � sjþ1=2;l
½uþjþ1=2 � u�jþ1=2�; ð2:13Þ

where uþjþ1=2 and u�jþ1=2 are computed as

uþjþ1=2 � U n
jþ1 �

h
2
ðuxÞnjþ1; u�jþ1=2 � Un

j þ
h
2
ðuxÞnj ;

ðuxÞnj ¼ minmod a
U n

jþ1 � U n
j

h
;
Un

jþ1 � U n
j�1

2h
; a

Un
j � U n

j�1

h

� �
; 1 6 a 6 2:

(Here, the ‘minmod’ function returns the input with the smallest absolute value if inputs are positively or neg-
atively signed. Otherwise, it returns zero.) The effect of changing a is discussed in subsequent sections. In gen-
eral we should take a 2 ½1; 2�.

To obtain a better convergence order we take the three step TVD Runge–Kutta time discretization (see
[28]),

U ð1Þj ¼ Un
j þ DtnLðU ð0ÞÞ with U ð0Þ ¼ U n;

U ð2Þj ¼
3

4
U n

j þ
1

4
U ð1Þj þ

1

4
DtnLðU ð1ÞÞ;

Unþ1
j ¼ eDtn 1

3
Un

j þ
2

3
U ð2Þj þ

2

3
DtnLðU ð2ÞÞ

� �
;

ð2:14Þ

where LjðU ðkÞÞ ¼ ðF jþ1=2ðU ðkÞÞ � F j�1=2ðU ðkÞÞÞ=h. This semi-discrete scheme is of third order and also used for
the WENO method in the following section. In the following we call this adapted Godunov-type semi-discrete
scheme an adapted upwind (or simply an upwind) scheme.

2.2.4. WENO method

The weighted essentially non-oscillatory (or WENO) method is described in [7,8,10,20,28–30]. The ENO
method has been combined with an adaptive mesh code in a study of the stability of moving contact lines
in [12]. Greer et al. [5] compare a fifth order WENO and upwind schemes in a study of fourth-order partial
differential equations on an arbitrary surface. They conclude that the requirements of accuracy and efficiency
suggest that WENO is preferable to the other schemes.

We take the fifth order WENO method which has fifth (spatial) order accuracy in smooth regions and first
order near a singularity. For the time discretization we use the third order semi-discrete scheme (2.14). To
avoid entropy violating solutions and obtain numerical stability we split the flux f ðuÞ into two components
f þ and f � such that

f ðuÞ ¼ f þðuÞ þ f �ðuÞ; ð2:15Þ
where Duf þ P 0 and Duf � 6 0. We take a Rusanov-type flux [26]

f �ðuÞ ¼ 1

2
ðf ðuÞ � cuÞ; ð2:16Þ

where c ¼ maxujf 0ðuÞj over the pertinent range of u which can be decided a priori. Then the intercell average
flux approximation is written as

f ðun
jþ1=2Þ ffi

1

12
ð�fj�1 þ 7f j þ 7f jþ1 � fjþ2Þ �WN Df þ

j�3
2
;Df þ

j�1
2
;Df þ

jþ1
2
;Df þ

jþ3
2

� �
þWN Df �jþ5

2
;Df �jþ3

2
;Df �jþ1

2
;Df �j�1

2

� �
;

where fj ¼ f ðU n
j Þ, f �j ¼ f �ðU n

j Þ, Df �
iþ1

2
¼ f �iþ1 � f �i and

WN ða; b; c; dÞ ¼
1

3
x0ða� 2bþ cÞ þ 1

6
x2 �

1

2

� �
ðb� 2cþ dÞ: ð2:17Þ
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The nonlinear weights x0 and x2 are defined by

xj ¼
cjPk�1
l¼0 cl

; cl ¼
dl

ðeþ blÞ
2
; d0 ¼

1

10
; d1 ¼

3

5
; d2 ¼

3

10
;

where, in this case, k ¼ 3 and 0 < e� 1 is introduced to prevent singularity and the smoothness indicators bj’s
are given by

b0 ¼
13

12
ðfi�2 � 2f i�1 þ fiÞ2 þ

1

4
ðfi�2 � 4f i�1 þ 3f iÞ

2

b1 ¼
13

12
ðfi�1 � 2f i þ fiþ1Þ2 þ

1

4
ðfi�1 � fiþ1Þ2

b2 ¼
13

12
ðfi � 2f iþ1 þ fiþ2Þ2 þ

1

4
ð3f i � 4f iþ1 þ fiþ2Þ2:

ð2:18Þ

3. Computation of the convection and the diffusion

3.1. Linear transport equation

In this section we show two numerical examples for convection equations that highlight certain properties
of interest to our subsequent calculations on the full problem.

Consider the linear transport equation

ut þ ux ¼ 0; uðx; 0Þ ¼ u0ðxÞ: ð3:1Þ
The exact solution of this problem is simply uðx; tÞ ¼ u0ðx� tÞ. When we take sufficiently smooth initial data
the numerical solutions for all the schemes introduced in Section 2, both implicit and explicit, provide accurate
results. However, this is not the case with discontinuous data.

Consider the discontinuous initial profile

u0ðxÞ ¼
2=3; 0 < x < 1;

0; otherwise:

�
ð3:2Þ

Numerical solutions using Crank–Nicolson, fully implicit and the Godunov method are shown as the solid
lines on Fig. 1, with h ¼ 0:01 and CFL numbers 0.025, 0.025, 0.75 for the respective schemes. The initial con-
dition is shown as a dashed line. Only the Godunov scheme is shown, since other explicit schemes show indis-
tinguishable results. Both implicit schemes show strong oscillations behind the discontinuity, although Crank–
Nicolson is clearly the worst.

In general the oscillatory behaviour exhibited by Crank–Nicolson and fully implicit schemes forces the use
of smooth initial data for the thin film equation (1.1). Godunov (and WENO and upwind) is designed to deal
with convection equations with a possible discontinuity and consequently the solutions show no oscillations.
In the numerical results of Section 4, where we incorporate the diffusion term, we will deal with both contin-
uous and discontinuous initial data.

3.2. Convection with non-convex flux, f ðuÞ ¼ u2 � u3

Consider the conservation law, Eq. (1.1), with the diffusion term neglected

ut þ f ðuÞx ¼ 0; f ðuÞ ¼ u2 � u3; uðx; 0Þ ¼ u0ðxÞ; ð3:3Þ
where the initial value is given by the discontinuous data of Eq. (3.2). This type of travelling wave is similar to
the double shocks discussed in the following section. One can easily find the exact solution of the problem
using rarefaction waves and the equal area rule [13]. This is shown as the dashed line in Fig. 2. Numerical
solutions are also shown in the figures using the three explicit methods (the implicit methods all show severe
oscillations and so are neglected). Away from the discontinuity all of the numerical solutions show excellent
agreement with the exact solution. However, at the downstream side of the shock the solutions diverge, with

Y. Ha et al. / Journal of Computational Physics 227 (2008) 7246–7263 7251
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WENO showing the greatest error. The second order Godunov shows a slightly lower error than the adapted
upwind. On the upstream side all solutions show relatively good agreement.

The CFL number is the ratio of the physical wave speed over the numerical wave speed given by
maxuf 0ðuÞDt=Dx and should be less than one for explicit schemes. Since the examples in this paper are all
bounded by 0 6 u 6 2=3, the maximum wave speed is f 0ð1=3Þ ¼ 1=3. Therefore, the relation between time step
size Dt is easily computed from the CFL number,

Dt ¼ 3h� CFL:

–1 0 1 2
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Fig. 1. Numerical solutions for the linear transport equation (3.1) with an initial value (3.2) shown as a dashed line. Here the mesh size is
h ¼ 0:01 and the CFL numbers are (a) 0.025, (b) 0.025 and (c) 0.75. The final computation time is t ¼ 1:5.
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Fig. 2. Numerical solutions for the non-convex conservation law (3.3) with an initial value (3.2). Here the mesh size is h ¼ 0:01 and the
CFL numbers are (a) 0.5, (b) 0.75 and (c) 0.75, and the final computation time is t ¼ 20. The exact solution is the dashed line.
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In the following examples we mostly give CFL numbers since it gives an extra physical meaning. The aim in
choosing a CFL number is to accurately capture a discontinuity, without producing oscillations, while achiev-
ing a fast runtime. For a convex flux a high CFL, close to unity, is generally chosen for Godunov and upwind
schemes. WENO usually requires a CFL around 0.5. In this paper, we deal with a non-convex flux. Taking a
CFL of 0.9 in the above example for Godunov results in oscillations. We found a CFL of 0.75 removed the
oscillations while retaining a fast runtime. A similar value was satisfactory for the upwind scheme, while
WENO ran with good accuracy at the standard value of 0.5.

The results so far demonstrate the difficulty encountered by the implicit methods in the presence of a dis-
continuity. For small time-steps the fully implicit scheme shows relatively small oscillations, but large time-
steps cause the solution to blow-up. Crank–Nicolson tends to show significant oscillations for a large range
of time-steps but did provide a solution for all the cases investigated. The three explicit methods all deal well
with discontinuities, with WENO showing slightly worse agreement with the exact solution than the other two.
However, to obtain satisfactory solutions the CFL number should be around 0.75 for the upwind and Godu-
nov and 0.5 for WENO.

3.3. Fourth-order diffusion /ðuÞx ¼ ðu3uxxxÞx

It is clear that any second order polynomial in x is a steady state of Eq. (1.1) without the convection term,
i.e.,

ut ¼ �/ðuÞx; /ðuÞ ¼ u3uxxx: ð3:4Þ
Hence, uðx; tÞ ¼ x2 is an exact solution of the problem with the following initial and boundary condition

uðx; 0Þ ¼ x2 for jxj < 1 and uðx; tÞ ¼ x2 for jxjP 1; t P 0: ð3:5Þ
In Table 1 the error of the Crank–Nicolson method (2.4) for the diffusion equation is shown. Since the exact
solution has zero value at the origin, the error at the origin is simply the value of the numerical approximation
at that point. The test was performed under the two CFL numbers, 0.5 and 0.75, which were used in most of
the numerical examples in this paper. We took 10�13 as the tolerance of the iteration procedure and the errors
are less than this tolerance. This test indicates that the error for the diffusion term is small enough to be ne-
glected in comparison with that of the full equation.

4. Computation of the full equation

Now we return to the original problem, specified by Eqs. (1.1) and (1.2), and compare the different numer-
ical schemes. To solve the equation numerically we employ a fractional step splitting method that alternates
between solving the diffusion equation (2.2) and the convection equation (2.5). In our tests step splitting with
explicit convection schemes increased the stability of the solutions to such an extent that in the following
examples we will not show any solutions obtained without step-splitting. In all of the following examples when
we employ an explicit scheme to the convection term, we calculate the diffusion term using the Crank–Nicol-
son scheme. As will be seen later this is the most reliable of the two implicit schemes. From now on we will

Table 1
Errors of numerical solutions to (3.4) and (3.5) at the origin x ¼ 0 are given, where the final computation time is t ¼ 1000

# of mesh points CFL=0.75 CFL=0.5

10 �4.5538e�16 2.2002e�16
20 �1.9401e�16 �1.4743e�16
40 6.1874e�17 4.2880e�16
80 1.0622e�16 1.1770e�16
160 �1.5062e�17 �2.9763e�17
320 1.2536e�17 �3.6033e�17
640 �1.2375e�17 �1.6552e�17

The numerical error of the diffusion equation is negligible in comparison to that of the full equation in Table 2.
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refer to the schemes that involve explicit methods as the explicit schemes, despite the implicit diffusion com-
ponent. This is to provide a simple distinction from the Crank–Nicolson and implicit schemes.

To clearly distinguish between the different schemes and avoid differences caused by the behaviour due to
the initial condition it is best to compare results at large times. Obviously this can lead to large computational
domains and consequently large computation times. In most examples we therefore modify equation (1.1) to
move with the region of interest

ut þ f ðuÞx � sux ¼ �ðu3uxxxÞx; ð4:1Þ
where the wave speed s is the shock speed given by the Rankine–Hugoniot condition using the two boundary
values,

s ¼ f ðurÞ � f ðulÞ
ur � ul

: ð4:2Þ

The addition of the new term means that we must introduce one more step to the splitting method

ut ¼ sux: ð4:3Þ
To ensure that this part of the equation does not interfere with our investigation of the numerical schemes we
compute (4.3) using a central method [9,24] for all cases.

4.1. Comparison of schemes for a travelling wave

Our aim in this section is to test the numerical schemes described in Section 2. We will do this by examining
a standard thin film flow example of a travelling wave with a Lax shock. The travelling wave joins two regions
of different heights, ul and ur, where

ul ¼ lim
x!�1

uðxÞ; ur ¼ lim
x!1

uðxÞ:

In the limit ur � 1 this can represent a thin film moving over a precursor layer. However, as pointed out in [4],
any value of 0 < ur < 1=3 will show the same qualitative behaviour. Bertozzi et al. [4] show that multiple Lax
shocks are possible for this situation, depending on the initial conditions. As discussed earlier, both Crank–
Nicolson and fully implicit methods have difficulties in dealing with discontinuous initial values, hence they
use a continuous initial condition involving a hyperbolic tangent. We will discuss the effect of discontinuous
initial conditions in the following sections.

For comparison purposes we must first determine the travelling wave solution which obviously should
propagate with no time variation. This solution will be imposed as the initial value for the numerical schemes.
We may then test the accuracy of the schemes by observing how the numerical solutions diverge from the trav-
elling wave over time. An alternative test would be to start with a smooth function, such as the hyperbolic
tangent, and observe how the numerical solution tends to the travelling wave over time. However, our method
allows us to make a meaningful comparison after a relatively short time and removes the problem of deter-
mining whether the error occurs because the numerical solution has not yet reached a steady state.

To determine the travelling wave solution we start by making the substitution n ¼ x� st where s is the wave
speed. This allows Eq. (1.1) to be integrated once and written as

unnn ¼
suþ u3 � u2 þ c

u3
: ð4:4Þ

The far-field solutions x! �1; u! ul and x!1; u! ur allow the values of s and c to be calculated

s ¼ ðu
2
l � u3

l Þ � ðu2
r � u3

r Þ
ul � ur

¼ f ðulÞ � f ðurÞ
ul � ur

; c ¼ ulurðul þ ur � 1Þ:

The wave speed is identical to that given by the Rankine–Hugoniot condition (4.2). The numerical solution of
(4.4) is obtained by imposing the asymptotic solutions at either side and breaking the translational invariance,
see [1] for example. In this case we match the x co-ordinate for the position of the maximum film height. Of
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course since there may be some variation in this position with different schemes, particularly for large h, we
cannot do this exactly and must therefore choose a best fit.

In the following calculations we will assume that our numerical solution of Eq. (4.4) is the most accurate
and therefore calculate errors based on this solution. In Fig. 3 we compare results from the different numerical
schemes with the solution of Eq. (4.4) (using the solution of Eq. (4.4) as the initial condition). The values
ul ¼ 0:3323 and ur ¼ 0:1 are the same as those used in [4]. The figures show the film height around the moving
front and a close-up of the peak. The mesh size for the Crank–Nicolson and fully implicit schemes is h ¼ 0:8
with a CFL of 0.067. For the explicit methods we can take a larger time-step based on the CFL condition. In
fact, we use a CFL of 0.75 for Godunov and upwind and 0.5 for WENO. On Fig. 3a it is difficult to distinguish
between the solutions. The distinction is clearer on Fig. 3b. From this close-up it appears that the two implicit
methods provide the best approximation to the travelling wave solution. However, these are the solutions on
Fig. 3a that produce the large oscillations just downstream of the peak. It is also these two solutions that
switch to a lower value for x < 130. This strange behaviour can be traced back to oscillations at small time
which propagate backwards and act to reduce this left hand limit. Although the oscillations have moved
out of the computational domain their effect on the film height remains. Note, the boundary condition at
either end is ux ¼ 0. We will discuss this behaviour later in Section 4.2. From Fig. 3b it is clear that the first
order Godunov scheme provides the worst result.

Decreasing the space-step allows the implicit schemes to approach the correct left hand limit and also acts
to bring all the solutions closer to the travelling wave. This is shown on Fig. 4 when h ¼ 0:1. (Note that we fix
the CFL numbers for each scheme as in the previous example.) On Fig. 4a only the first order Godunov solu-
tion is distinguishable from the rest and this only in the vicinity of the peak. The close-up of Fig. 4b does not
capture the first-order Godunov solution. Near the peak it is now the explicit schemes that provide the best
solution (with the exception of first-order Godunov). The two implicit schemes bound the explicit and trav-
elling wave solutions.
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Fig. 3. Comparison of the numerical schemes with the travelling wave solution (4.4) with ul ¼ 0:3323, ur ¼ 0:1 for h ¼ 0:8 at time t ¼ 500.
The curves are (1) Crank–Nicolson, (2) fully implicit, (3) WENO, (4) second order Godunov, (5) adapted upwind and (6) first order
Godunov, and the travelling wave (dashed line).
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In Table 2 we show the errors and convergence orders of each scheme. Four locations are chosen in distinct
parts of the wave and numerical errors at these points are compared. The convergence order is defined in terms
of the errors eh and e2h, corresponding to mesh widths h and 2h,

jehj 	 2qje2hj:
Therefore, the convergence order is

qðhÞ ¼ log2ðje2hj=jehjÞ:
The orders in the rows corresponding to h ¼ 0:4 have been calculated using results for h ¼ 0:8 (which are not
shown).

The graph of the solution is divided into two parts. The first one is the region smeared by diffusion; points
x = 0 and 4 are in this region. The other one is the region steepened by convection; corresponding points are
x = 7.2 and 9.6. Consider the smooth region first. At the point x ¼ 0, all the schemes show consistent conver-
gence orders and the smallest size of errors among the four data sets. Convergence orders are about two except
the first order Godunov which shows an approximately linear order. The size of the error increases slightly at
the point x ¼ 4 and the convergence orders show some variations. In particular, WENO and the fully implicit
method appears better than the others. Now consider the steep region. At the point x ¼ 7:2, the overall error is
increased. The convergence order of the implicit schemes is not consistent (in the sense that the order of the
error may change sign and does not necessarily increase with decreasing step size). However, the explicit
schemes show more reliable behaviour. The first order Godunov scheme still shows a linear convergence order
while the other explicit ones show orders around three. The inconsistent behaviour of the implicit schemes
may be attributed to the oscillations (which were observed in Figs. 3 and 4). The oscillations are worst where
the curvature is highest and obviously they can increase or decrease the maximum value of the peak.
Consequently the order of the error may change sign and is most likely to do so at x ¼ 7:2 and 9.6 in our
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Fig. 4. Comparison of the numerical schemes with the travelling wave solution (4.4) with ul ¼ 0:3323, ur ¼ 0:1 for h ¼ 0:1 at time t ¼ 500.
The curves are (1) Crank–Nicolson, (2) implicit, (3) WENO, (4) second-order Godunov and (5) adapted upwind and the travelling wave
(dashed line).

7256 Y. Ha et al. / Journal of Computational Physics 227 (2008) 7246–7263



Author's personal copy

calculations. With a large step size, h ¼ 0:8, the oscillations are at their worst. When h ¼ 0:4 the oscillations
are much reduced and the errors decrease. Subsequent decreases in the step size result in the peak approaching
the travelling wave value in a more sensible manner. The explicit schemes, which do not suffer from the oscil-
latory behaviour, therefore converge as expected.

The approximation error is largest at the point x ¼ 9:6, where the solution has a point of inflexion and
therefore the steepest slope among the sample points. The explicit schemes are still consistent here, the implicit
ones are not. Considering the small error for the diffusion equation, Table 1, and the observed oscillations in
the convection schemes (see Fig. 1) it seems that most of the error comes from convection schemes.

From now on we will use this travelling wave comparison to guide our choice of step size or limiter. We will
also neglect the first-order Godunov scheme, which is clearly significantly less accurate than the other schemes.
In Fig. 5 we show the effect of changing CFL numbers with h ¼ 0:1 on the Crank–Nicolson scheme. The
results of Fig. 5a are indistinguishable. From the close-up of the peak, shown on Fig. 5b, we see that values
of CFL 2 ½0:033; 0:042� give a good approximation around the peak for this choice of h. Using similar com-
parisons we find the MC limiter and a ¼ 1:35 provide the best results for Godunov and upwind schemes
respectively. The WENO method appears to be robust with respect to changes in the CFL number, with
the solutions showing little variation for a CFL 2 ½0:4; 0:6�. We will discuss these choices in Section 4.3.

Table 2
Eq. (1.1) is solved up to t ¼ 30 with the travelling wave (4.4) as its initial value

Method Dx Approximation errors with convergence orders in parentheses

x ¼ 0 x ¼ 4 x ¼ 7:2 x ¼ 9:6

Crank–Nicolson 0.4 4.3e�4(2.5) 2.0e�3(2.2) 4.9e�4(3.6) 2.4e�3(1.6)
0.2 1.1e�4(2.0) 5.9e�4(1.9) 5.1e�4(-0.1) 6.0e�4(2.0)
0.1 3.1e�5(1.8) 2.3e�4(1.4) 6.0e�4(-0.2) 1.2e�3(�1.0)

Fully implicit 0.4 3.7e�4(2.5) 1.0e�3(2.6) 2.9e�3(-5.9) 2.8e�3(-0.7)
0.2 8.4e�5(2.1) 1.2e�4(3.1) 1.3e�3(1.1) 2.5e�3(0.2)
0.1 1.9e�5(2.1) 9.5e�6(3.6) 3.7e�4(1.8) 5.3e�4(2.2)

First-order Godunov 0.4 6.8e�4(0.9) 7.4e�3(0.7) 3.7e�2(0.7) 5.6e�2(0.3)
0.2 3.1e�4(1.1) 4.1e�3(0.8) 2.1e�2(0.8) 3.6e�2(0.6)
0.1 1.3e�4(1.2) 2.2e�3(0.9) 1.1e�2(0.9) 2.1e�2(0.8)

Second-order Godunov 0.4 1.9e�4(1.7) 1.2e�3(2.1) 7.2e�3(1.8) 1.4e�2(1.4)
0.2 5.0e�5(1.9) 1.8e�4(2.7) 1.3e�3(2.5) 2.1e�3(2.7)
0.1 1.2e�5(2.0) 3.5e�5(2.4) 1.3e�4(3.2) 1.6e�4(3.7)

adapted upwind 0.4 3.9e�4(1.6) 3.1e�3(1.6) 1.5e�2(1.6) 3.1e�2(1.2)
0.2 1.1e�4(1.8) 5.5e�4(2.4) 1.7e�3(3.1) 3.9e�3(3.0)
0.1 2.8e�5(2.0) 1.1e�4(2.4) 1.5e�4(3.2) 3.1e�4(3.6)

WENO 0.4 2.1e�4(1.8) 1.6e�3(2.2) 1.1e�2(1.7) 2.1e�2(1.2)
0.2 5.4e�5(2.0) 2.8e�4(2.5) 1.8e�3(2.7) 3.7e�3(2.5)
0.1 1.3e�5(2.0) 4.0e�5(2.8) 1.2e�4(3.9) 3.6e�4(3.3)

–5 0 5 10 15
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0.4

0.5

↑
x = 0 ↑

x = 4

↑
x = 7.2

← x = 9.6

The locations of sample points used in the table.

Numerical approximation errors are given with convergence orders in parentheses.
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4.2. Effect of the moving grid substitution

We now consider the effect of adding the term �sux to the travelling wave of the previous section. If we take
continuous initial data, such as that given in [4] then all solutions agree well, for sufficiently small space and
time-step. However, when we start with discontinuous initial data, switching from ul to ur at x ¼ 0 significant
differences arise. Four sets of results for discontinuous initial data are shown on Fig. 6. The first two, Fig. 6a
and b, show solutions including the �sux term. The Crank–Nicolson result is shown as a dashed line, the
remaining solutions coincide, even to the level of the close-up of Fig. 6b, and are shown as the solid line.
The final figures, Fig. 6c and d, show results without the �sux term. The travelling wave and explicit schemes
all coincide. As in Fig. 3a the two implicit schemes, shown as dashed lines, tend to a lower left hand limit,
although in the current situation the correct limit is never attained. Again this strange behaviour is a result
of the initial oscillations caused by the discontinuity. This oscillation travels backwards and leads to the left
hand limit slightly decreasing. The explicit schemes that avoid the oscillation do not suffer from this problem.
In this case, the maximum wave height predicted by Crank–Nicolson and implicit schemes is also slightly
lower and therefore slower than the explicit waves. If we begin with continuous data the results are all very
similar to the explicit results for discontinuous data.

The change in behaviour between the figures is a result of the numerical scheme applied to the �sux term.
The explicit schemes can all handle (and reduce) the oscillations that result from the application of the implicit
diffusion term to discontinuous data. On the other hand the Crank–Nicolson and implicit terms propagate the
oscillations. For consistency and to prevent the numerical treatment of the �sux term from affecting the results
(somewhat erroneously as it now appears) we apply the central method to this term for all schemes. Like the
tested explicit schemes, this method acts to reduce the oscillations and so improves the results for the implicit
methods. Note, if we apply one of the other explicit schemes to this term it would also remove problem. If we
use an implicit method to deal with the term then the problem remains.
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Fig. 5. The effect of changing CFL numbers, for fixed h ¼ 0:1, on the Crank–Nicolson solution with discontinuous initial value at time
t ¼ 500. The curves are (i) CFL ¼ 0:0667, (ii) 0:05, (ii) 0:0417 and (v) 0:0333.
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This indicates a good reason to use the explicit schemes, which show consistent results regardless of the
initial data. Further, the smaller time step of the implicit schemes means that they take more than twice
the time required by the explicit schemes to produce a result.

4.3. Stable travelling waves?

Bertozzi et al. [4] point out that for a range of far field heights, the system (1.1) and (1.2) can support multi-
ple shock profiles, but only two are stable. The first case they present uses a hyperbolic tangent initial profile
with ul ¼ 0:3323, ur ¼ 0:1. The results are identical to those shown in our first example, in Section 4.1. The
second stable wave involves an initial condition with a bump of width 10,

uðxÞ ¼
0:6�ul

2
tanhðxþ 5Þ þ 0:6þul

2
for x < 0

� 0:6�ur
2

tanhðx� 5Þ þ 0:6þur
2

for x > 0;

(
ð4:5Þ

where ul ¼ 0:3323 and ur ¼ 0:1. Note, we have shifted the origin from that given in [4], since the governing
equation is autonomous this will not affect the results. However, when the bump width is increased to 20,
at large times the bump appears to spread out and so is classified as unstable.

In Fig. 7 we present results for the initial profile of Eq. (4.5) at t ¼ 104. In this case we solve the governing
equation with a moving axis, given by Eq. (4.1). The Godunov and WENO results are hard to distinguish, so
we have labelled them as a single curve. For the Crank–Nicolson and implicit schemes we still take
CFL¼ 0:0667. The CFL numbers for explicit schemes are 0.5 for WENO and 0.75 for Godunov and upwind.
All curves show that the initial hump changes to an undercompressive wave on the right and a compressive
wave on the left. The bump width remains relatively constant for each scheme. This wave therefore appears
stable.

Switching the initial condition, by replacing the 5 in Eq. (4.5) with a 10 (and so a bump of width 20), leads
to the results for t ¼ 105 shown in Fig. 8. The fully implicit scheme, which appears reasonable at t ¼ 104 has
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explicit ones as solid lines.
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moved out of the computational domain at 105 and so is not shown. In Fig. 8a we see the effect of changing
CFL numbers on the evolution of the travelling wave using the Crank–Nicolson scheme. When CFL ¼ 0:0667
the wave speed is less than that predicted by Rankine–Hugoniot. Further, the back and front ends of the wave
move at a different speed resulting in the wave spreading out. This gives the appearance that the wave is unsta-
ble. Decreasing the CFL number does not necessarily fix the problem. With CFL ¼ 0:0333 the wave moves
slightly too fast and also acts to reduce the width of the bump. In Section 4.1 we mentioned choosing a
CFL number to give the least error compared to the travelling wave example of that section and suggested
choosing CFL2 ½0:033; 0:042�. From Fig. 8a we see when CFL ¼ 0:0417 the downstream edge of the wave
matches the initial data. The upstream edge is slightly out, but of all cases this shows the least change in bump
width. Similarly, with Godunov we found the MC limiter provided the best results and a 	 1:35 for upwind.
These are shown in Fig. 8b and c respectively. WENO appeared relatively stable to changes in the CFL num-
ber. This is confirmed in Fig. 8d.

The results of Fig. 8 indicate that this form of travelling wave is not unstable. It is merely the choice of
numerical scheme and step sizes that lead to the bump spreading. In particular we note that WENO shows
very little spread for a range of CFL numbers. The Godunov scheme appears sensitive to the choice of limiter.
The SB limiter allows the bump to spread considerably, whereas MC and VL limiters maintain the initial
width, with MC perhaps moving at the better speed. The upwind scheme maintains the correct width when
a 
 1:25 (slightly lower than the value 1.35 predicted earlier).

4.4. Double shock travelling wave

In our final example we examine the evolution of a double shock wave. This corresponds to Case 3 in [4]. In
all cases we use the step sizes or limiters that have so far provided the best results. So far in this section, we
have chosen examples where ul < 1=3, which is where the flux has a point of inflexion. The following example
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Fig. 7. The curves are (1) Crank–Nicolson, (2) fully implicit, (3) WENO, (4) second order Godunov and (5) adapted upwind and the initial
condition (dashed line). Here, h ¼ 0:05.
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implicit, CFL ¼ 0:5 for (3) WENO, and CFL ¼ 0:75 for (4) second order Godunov and (5) adapted upwind.
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shows the large effect that a small change in ul can have. With continuous initial data all the schemes provide
similar results. In Fig. 9 we present solutions for the discontinuous initial data, u ¼ 0:4 for x < 0, u ¼ 0:1 for
x P 0. Fig. 9a and b show the solution near the travelling hump, including the �sux term and also a close up of
the downstream edge of the hump. In the close-up of Fig. 9b we can see that the implicit schemes bound the
explicit ones. Without the �sux term, as in previous examples we see that the implicit schemes tend to a lower
left hand limit. The implicit solution has also travelled further away from the other results.

5. Conclusion

We have presented a comparison of numerical schemes applied to a fourth-order thin film equation,
with particular examples taken from the work of Bertozzi et al. [4]. The results presented allow us to
make a number of conclusions and recommendations regarding the numerical approximation of such
schemes.

Firstly, we noted that applying a fractional step-splitting method using an explicit scheme for the convec-
tion term and an implicit one for the fourth-order diffusion term provides much more stable results than
when treating the whole equation using an implicit method. If diffusion is neglected altogether, then all
the methods considered dealt well with sufficiently continuous initial data. With discontinuous (on the scale
of the space-step) initial data the implicit schemes all led to oscillations, while the explicit methods coped
well. Of the explicit schemes WENO produced the least accurate result for the second discontinuous
example.

When the fourth-order diffusion term is included it is clear that implicit methods should be applied to speed
up calculations. We examined the effect of applying implicit schemes to the whole equation or combining an
implicit diffusion scheme with an explicit convection one. The schemes that include an explicit step turned out
to allow much larger time-steps. Further, the explicit results showed smaller errors and higher convergence
order when compared to a standard travelling wave solution. Hence we conclude that the ‘explicit’ convection
schemes are more computationally efficient and more accurate than the implicit ones.

When available the travelling wave solution can be used to determine appropriate values for time and space
steps, limiters or the value of the CFL number. We carried this out in Section 4.1. For each method, except for
upwind where we were slightly out, our choice led to the best results in the example of Section 4.3. With the
exception of WENO, the comparison in Section 4.3 highlighted the sensitivity of the methods to the limiter or
time-step. WENO provided consistent and accurate results.

The use of discontinuous initial data led to surprising results. With the implicit schemes in particular, an
oscillation at early time resulted in the large time solution tending to an incorrect downstream limit. Possibly
this could be fixed by specifying the limit value as a boundary condition, rather than using a zero derivative
condition. However, it does highlight a possible problem with the implementation of the method. The explicit
schemes all handled the discontinuity with no apparent problem. Note, as in the first example of Section 4.1
discontinuous can simply mean that changes occur over a smaller length-scale than the space-step. When the
convective term �sux was included the problem with the implicit schemes was removed. This was a result of
applying the central method to this term which gave the scheme a similar form to our other explicit schemes.

To summarize, from our calculations it appears that for the best accuracy and efficiency fourth-order dif-
fusion equations with a convective term should be tackled using an explicit method on the convection term
coupled to an implicit diffusion term by fractional step-splitting. The choice of explicit methods may be guided
by a travelling wave solution. Our examples indicate that for this type of problem WENO is the most robust of
the three methods investigated.
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