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Abstract

We develop a traveling wave theory driven by a discontinuous bistable nonlin-
earity. The Allee effect is included by simply subtracting a constant from a
logistic equation, which produces a discontinuity when there is no population.
This discontinuity overrides the infinite propagation speed of a diffusion process
and gives a finite speed. In return, we obtain a free boundary even under the
presence of a linear diffusion.
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1. Introduction

One of the most widely accepted population models is the logistic equation:

ut = r1u− r2u
2 = r1u(1− u/K), K = r1/r2, (1)

where u, r1, r2, and K are respectively the population, intrinsic growth rate, self-
competition rate, and carrying capacity. The linear term gives the population
growth and the quadratic one gives the negative effect of an intra-species compe-
tition (or self-competition) for limited resources. This model has a global asymp-5

totic convergence property that, for any positive initial population u(0) > 0, the
population approaches the carrying capacityK. However, the Allee effect, which
is a phenomenon that a colony of biological species becomes extinct if the initial
population size (or density) is less than a critical value, say u∗ > 0, opposes
such a convergence. The purpose of this paper is to develop a traveling wave10

theory that includes the Allee effect.
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One typical way to include the Allee effect is to multiply u−u∗ to the logistic
reaction term in (1) and obtain

ut = (r1u− r2u
2)(u− u∗) = −r1u

∗u+ (r1 + r2u
∗)u2 − r2u

3,

where u∗ is the critical value inducing the Allee effect. Such a reaction term
is called a bistable nonlinearity and has been studied in various contexts [1].
In this case if u(0) < u∗, the population converges to zero asymptotically as
t → ∞, but not in a finite time. Observe that the population growth in this
model is of a quadratic order and the self-competition is of a cubic order. In
this paper we consider a model that keeps the linear growth and the quadratic
self-competition as in the logistic model (1). The key idea to obtain the Allee
effect is the observation that a an additive constant −r0 is missing in the logistic
model and we consider

ut = −r0 + r1u− r2u
2. (2)

Mathematically, we may understand the reaction term in (2) as a power series
approximation with a constant term. Biologically the negative constant rep-
resents a population loss which is independent of the population size. Such a
constant effect can be found in many places. For example, the loss of an animal15

herd by predators is a constant effect as long as the number of predators re-
mains constant. The population decreases constantly if there is no reproduction
since aging is the reason for the decrease. We note that the effect of enzyme
in a chemical reaction process is also a constant effect, which may give further
application of the reaction process (2). In fluid dynamics, gravity provides a20

constant effect and plays a key role in the dynamics. The study of traveling
waves provides useful information in many physical and biological phenomena
(see [2, 3, 4, 5]).

We next normalize our model (2) to make comparison with other models
easier. By genericity, we may assume that the right-hand side of (2) has two
positive zeros a± such that 0 < a− < a+. (If it has no positive zero, it has
no biological meaning. If it has only one positive zero, it is not generic.) Then

using new variables ũ := u/a+ and t̃ := r2a
+t, we have ũt̃ = (ũ − a−

a+ )(1 − ũ).

Hence, if we denote u∗ := a−

a+ < 1, we obtain a normalized population dynamics
ut = ψ(u) where

ψ(u) =

{
(u− u∗)(1− u), if u > 0,

0, if u = 0

and 0 < u∗ < 1. The second case for u = 0 is added because the population
should be nonnegative. Now it is clear how ψ achieves the Allee effect by
modifying the logistic reaction term u(1−u) and it is simpler than the bistable
reaction term u(u−u∗)(1−u). More generally, we may consider any ψ satisfying
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for a given u∗ ∈ (0, 1),
ψ ∈ C1((0, 1]),

ψ(0) = ψ(u∗) = ψ(1) = 0, ψ′(1) < 0,

ψ(u) < 0, 0 < u < u∗,

ψ(u) > 0, u∗ < u < 1,

(3)

and ψ(u) has a discontinuity at u = 0, i.e.,

ψ(0) = 0 but ψ(0+) = −u∗. (4)

The assumption ψ(0+) = −u∗ is not restrictive; if it is any negative value, we
may set it by −u∗ using rescaling.25

u

ψ

u∗

−u∗
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Figure 1: A sketch of the discontinuous reaction term ψ

In this paper we consider a traveling wave satisfying{
ut = uxx + ψ(u) for (x, t) ∈ R× (0,∞),

u(−∞, t) = 1, u(∞, t) = 0 for t ≥ 0,
(5)

where the two asymptotic limits u = 1 and u = 0 are stable steady states. We
show that there exists a traveling wave solution which is unique up to spatial
translation, and that the traveling wave has a free boundary. Since ψ has a
discontinuity at u = 0, the solution is understood in a weak sense. The main
result of this paper is the following.30

Theorem 1 (Main Result). Suppose that ψ satisfies (3) and (4). Then, there
is a unique wave speed c ∈ R and a traveling wave u(x, t) = v(x − ct) satisfy-
ing (5). The wave profile v(z) is strictly decreasing on its support, has a free
boundary at some point z = z0 (i.e., v(z0) = 0 and v(z) > 0 for all z < z0), has
C1,α(R)∩C2,α(R\{z0})-regularity for all 0 < α < 1, and is unique up to spatial35

translation. The sign of the wave speed c is same as the one of
∫ 1

0
ψ(s)ds.

It is well known that a jump discontinuity at a point u = θ ∈ (0, 1) does
not change the regularity of traveling waves [6]. But in the context of subsonic
detonation, when there is a jump discontinuity at u = 1, it was observed that a
wave profile has a unity value on a half interval [7]. This observation is closely40
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related to ours because the free boundary means a wave profile has a zero value
on a half interval. Also it is worth mentioning Du and Matano [8] classified the
long-time asymptotic limits for a bistable or combustion-type nonlinearities and
showed that a jump discontiuity at u = 1 does not change the asymptotics.

The free boundary cannot be given by the logistic reaction term itself. Du45

and Lin [9] constructed a solution under a Stefan-type free boundary condition,
which is a weak solution away from the free boundary. In that case the solu-
tion either spreads or vanishes depending on the size of initial support, but not
initial density. Further results had been obtained using a different free bound-
ary condition [10] or adding an advection term [11]. On the other hand, the50

traveling wave solution of this paper is a weak solution in the whole space and
the discontinuous reaction term ψ gives the Allee effect and the free boundary
together. Similar kinds of free boundaries which arise from the equation itself
can be observed in obstacle-type problems [12], the porous medium equation
[13] and the modified KdV equation [14].55

2. Traveling wave with a free boundary

In this section, we show that there is a unique traveling wave satisfying (5)
which has a free boundary. Consider a traveling wave solution

u(x, t) = v(z), z := x− ct,

where v is the wave profile and c ∈ R is the wave speed. Then, from (5), the
wave profile satisfies

v′′ + cv′ + ψ(v) = 0, v(−∞) = 1, v(∞) = 0. (6)

Because any spatial translation of a wave profile v is also a wave profile, we give
an additional condition v(0) = u∗. Then we can expect the uniqueness. Since
there is a discontinuity of ψ(v) at v = 0, the solution of (6) is defined in a weak
sense:60

Definition 1. A continuous function v ∈ H1
loc(R) ⊂ C0,1/2

loc (R) and a constant
c ∈ R are respectively called the traveling wave profile and wave speed of the
(asymptotic) boundary problem (5) if v(−∞) = 1, v(∞) = 0, v(0) = u∗, and∫

−v′φ′ + cv′φ+ ψ(v)φdz = 0

for any compactly supported smooth function φ.

The main idea to prove Theorem 1 is by approximation of the discontinuous
nonlinearity ψ by a sequence of continuously differentiable bistable nonlinearities
ψn. Then one may find a sequence of classical wave profiles vn corresponding
to ψn. With the help of an energy functional, we show that vn converges to65

a function v which is a wave profile in Definition 1. Then the discontinuity of
ψ and the integrability of ψ(v) confirm v has a free boundary. The regularity
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of v follows from Schauder’s estimate. The uniqueness proof is similar to the
classical case.

In the rest of this section, we assume that∫ 1

0

ψ(s) ds > 0,

which shows that the wave speed c ∈ R is positive as in the case when a traveling70

wave represents an expanding population. One may similarly obtain a shrinking

population with a wave speed c < 0 if
∫ 1

0
ψ(u) du < 0. If

∫ 1

0
ψ(u) du = 0, then

the previous two cases automatically imply that the wave speed is zero as in the
classical case for a continuous bistable nonlinearity.

2.1. Uniqueness and partial regularity75

In this subsection we prove the uniqueness of a wave profile satisfying Def-
inition 1. The proof is quite similar to the one for classical traveling waves
[15]. To prove the uniqueness, we will show that 0 ≤ v < 1, v ∈ C1,1/2(R),
v ∈ C2,1/2 except the points where v = 0, and that v is strictly decreasing.
These properties will yield uniqueness.80

Let v ∈ H1
loc(R) be a weak solution in Definition 1. If v > 0 in a compact

domain K, then ψ(v) ∈ H1(K) because ψ is C1 there and (ψ(v))′ = ψ′(v)v′ ∈
L2(K) by the chain rule [16, Problem 5.10.17]. Also by the L2-regularity theory
[17, Theorem 8.13], as a weak solution of (6), v is in H3(K) ⊂ C2,1/2(K).
Therefore, the weak solution is in fact C2 whenever v > 0.85

First we prove that 0 ≤ v ≤ 1. Because ψ(u) is not defined for u 6∈ [0, 1], we
assume that ψ(u) < 0 when u > 1 and ψ(u) ≡ 0 when u < 0. If v > 1 at some
point, v should have a local maximum due to the boundary conditions. At the
local maximum, v′′ ≤ 0, v′ = 0, and v > 1 so that 0 ≥ v′′ + cv′ = −ψ(v) > 0,
which is a contradiction. Hence v ≤ 1. If v < 0 at some point, due to the90

boundary conditions, v < 0 in an interval (z0, z1) with v(z0) = v(z1) = 0 (z1

can be infinity). But there v′′ + cv′ = 0 so the only solution satisfying the zero
boundary conditions is the trivial one, which is a contraction. Hence v ≥ 0.

Next we show that v is strictly decreasing on its support. The solution of
(6) corresponds to a trajectory of the phase plane,{

dv
dz = w,
dw
dz = −cw − ψ(v),

(7)

that departs from a steady state (v, w) = (1, 0) and arrives at (0, 0). Now we
show that this trajectory does not touch w = 0 other than these two points.95

Since v ≤ 1, we have w < 0 near the departing point (1, 0). If v ∈ (u∗, 1), the
trajectory cannot touch the v-axis; if then, w = 0 and dw

dz = −ψ(v) < 0, which

is not possible. If the trajectory touches v-axis at v = u∗, we have dv
dz = dw

dz = 0
so the trajectory stays at (v, w) = (u∗, 0) forever and does not arrive at (0, 0).
Finally suppose that the trajectory intersects v-axis at some point v ∈ (0, u∗),100

where dw
dz = −ψ(v) > 0. Then w becomes strictly positive at the intersection
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point. Therefore the trajectory goes to the positive direction in the v-axis so it
is not possible to reach the point (0, 0) without touching another point in the
trajectory. In summary, any trajectory that connects (1, 0) and (0, 0) gives a
strictly decreasing traveling wave.105

Now we are ready to prove the uniqueness. Since v decreases strictly on its
support, the inverse function of v is well-defined for v ∈ (0, 1). Therefore, we
may consider w as a function of v, i.e., w = w(v). Then the second equation in
(7) is written as

dw

dv
+
ψ

w
= −c.

Now suppose that there are two traveling waves, v1 and v2, with two corre-
sponding wave speeds, c1 and c2. Then the difference P := w1 − w2 satisfies

dP

dv
− ψ

w1w2
P = −(c1 − c2).

Using the integrating factor

µ(v) := exp{−
∫ v

u∗

ψ(s)

w1(s)w2(s)
ds} > 0,

we have
d(µP )

dv
= −(c1 − c2)µ. (8)

Note that the integrand in µ changes its sign at v = u∗ from minus to plus so
that µ ≤ 1, i.e., 0 < µ(v) < 1 for all 0 < v < 1. Since P (0) = P (1) = 0, we
have (µP )(0) = (µP )(1) = 0. Hence by Rolle’s theorem, there exists v0 ∈ (0, 1)
such that d

dv (µP )(v0) = 0. Therefore c1 = c2 by (8), i.e., the wave speed is
unique. Furthermore, Eq. (8) with the initial condition P (0) = 0 gives that110

µP = 0 and hence P = 0. Hence w1 ≡ w2, which gives the uniqueness of the
wave profile.

2.2. Approximation with continuous bistable nonlinearities

In the following subsections, we prove the existence of a wave profile. We
first choose a sequence of C1-functions ψn that approximates the discontinuous115

one ψ. More precisely, we choose ψn ∈ C1([0,∞)) satisfying:

(i) ψn is defined for all sufficiently large n such that 1
n < u∗,

(ii) ψn(0) = 0 and ψn(u) < 0 for all 0 < u < u∗,

(iii) ψ ≤ ψn+1 ≤ ψn for all u ≥ 0,

(iv) ψn = ψ for all u ≥ 1
n .120

These relations between ψ and ψn are illustrated in Figure 2.
For each ψn, it is well known [15] that there is a unique, strictly decreasing

wave profile vn satisfying

v′′n + cnv
′
n + ψn(vn) = 0, vn(0) = u∗, (9)
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(a) discontinuous nonlinearity ψ

u

ψn

u∗

−u∗

1

1/n

0

(b) continuous approximation ψn

Figure 2: Discontinuous ψ and its approximation ψn

and boundary conditions vn(−∞) = 1, vn(∞) = 0. The wave speed cn > 0 is
also uniquely determined.

Then we show that the sequence {vn} of traveling waves converges to a
unique traveling wave defined in Definition 1 as n → ∞. In fact we show
that there is a subsequential limit of {vn} and the limit is the weak solution.
Therefore, the previous uniqueness result implies that the whole sequence vn
actually converges. Let Ω be an open set in R and K ⊂ Ω be a compact set.
Then, since vn satisfies (9), by Schauder’s estimate [17, Theorem 8.32],

‖vn‖C1,β(K) .Ω,K (‖vn‖C0(Ω) + ‖ψn(vn)‖C0(Ω)) ≤ 1 + sup
0≤v≤1

|ψ(v)|,

where .Ω,K means a positive coefficient depending only on Ω and K is omitted.
Hence, for any 0 < β ≤ 1, {‖vn‖C1,β(K)} is bounded. Therefore, by taking a
subsequence, we can find a v ∈ C1,α(K), 0 < α < β such that

vn → v in C1,α(K).

In fact, because vn’s are bounded and decreasing, taking a further subsequence,
we may show that such a limit v is decreasing and can be extended to the whole125

domain R.

2.3. Existence of a wave speed

We show that the sequence of wave speeds {cn} is bounded away from zero,
which will imply the positivity of the wave speed c for the limiting case. We
will use the following lemma that estimates the gradient of vn.130

Lemma 1 (Gradient estimate). There are positive constants M ′ and M ′0, in-
dependent of n, such that

|v′n| ≤M ′ for all n,

and
lim inf
n→∞

|v′n(0)| ≥M ′0 > 0.

(Remember that we have set vn(0) = u∗.)
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Proof. Consider an energy functional

En(z) :=
(v′n(z))2

2
+

∫ vn(z)

0

ψn(s) ds.

Then, by (9), d
dzEn(z) = v′n(v′′n + ψn(vn)) = −cn(v′n)2 < 0. Hence∫ 1

0

ψn(s) ds = En(−∞) > En(z) > En(∞) = 0 for −∞ < z <∞,

which in turn implies

−
∫ vn

0

ψn(s) ds <
(v′n)2

2
<

∫ 1

vn

ψn(s) ds. (10)

From the second inequality in (10),

(v′n)2

2
≤
∫ 1

vn

|ψn(s)| ds ≤
∫ 1

0

|ψ(s)| ds

so that |v′n| is bounded uniformly by a constant M ′ :=
(

2
∫ 1

0
|ψ(s)| ds

)1/2

. If

ε ≤ vn(z) ≤ u∗, we can easily deduce from the first inequality in (10) that

lim inf
n→∞

|v′n(z)| ≥
(

2

∫ ε

0

|ψ(s)| ds
)1/2

.

In particular, if we set vn(0) = u∗,

lim inf
n→∞

|v′n(0)| ≥
(

2

∫ u∗

0

|ψ(s)| ds
)1/2

=: M ′0,

which completes the proof of the lemma.

Now we are ready to obtain the uniform estimates for the wave speeds cn’s
and profiles vn’s.

Proposition 1 (Uniform Estimates). There are positive constants c, c, and M
such that, for all n,

c ≤ cn ≤ c, and

∫
|ψn(vn(z))| dz ≤M.

Proof. Multiply the equation (9) by v′n and integrate over R to see

0 =

∫
1

2
[(v′n)2]′ + cn(v′n)2 + v′nψn(vn) dz.

Hence we have

cn

∫
(v′n)2 dz =

∫ 1

0

ψn(s) ds. (11)
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Since cn > 0, the above asserts that v′n ∈ L2(R) (but not uniformly in n). The
monotonicity of vn and the gradient estimate in Lemma 1 imply∫

(v′n)2 dz ≤ ‖v′n‖∞
∫
|v′n| dz = ‖v′n‖∞

∫
−v′n dz = M ′

so that ‖v′n‖L2 is uniformly bounded by
√
M ′. The desired lower bound c is

obtained by:

cn =

∫ 1

0
ψn(s) ds∫
(v′n)2 dz

≥
∫ 1

0
ψ(s) ds

M ′
=: c > 0.

Next, we integrate (9) from 0 to ∞ and obtain

cnu
∗ + v′n(0) =

∫ ∞
0

ψn(vn) dz ≤ 0,

where the last inequality comes from the fact that 0 < vn(z) < u∗ for z > 0 and
ψ < 0 on the range. Therefore, cnu

∗ ≤ |v′n(0)| ≤M ′ and hence

cn ≤
M ′

u∗
=: c.

The relation in (11) gives a lower bound for
∫

(v′n)2 dz, which is∫
(v′n)2 dz =

1

cn

∫ 1

0

ψn(s) ds ≥ 1

c

∫ 1

0

ψ(s) ds.

Finally, we integrate (9) from −∞ to 0 and obtain∫ 0

−∞
ψn(vn) dz =

∫ 0

−∞
|ψn(vn)| dz = −v′n(0) + cn(1− u∗).

Add it to the other integral from 0 to ∞ and obtain∫ ∞
−∞
|ψn(vn)| dz = −2v′n(0) + cn(1− 2u∗).

This shows that integrals
∫∞
−∞ |ψn(vn)| dz are uniformly bounded by a constant135

M := 2M ′0 + c(1− u∗).

2.4. Structure of the limit v = lim
n→∞

vn

Finally we show that the subsequential limit v is the traveling wave as as-
serted in Theorem 1. Then, by virtue of the uniqueness, the limit holds for the
full sequence. It is left to show that (i) v has a free boundary, (ii) it is a weak140

solution, and (iii) it is C2,α, 0 < α < 1, except the free boundary.
(i) Since the sequence of integrals {

∫
|ψn(vn)| dz} is bounded by Proposition

1, Fatou’s lemma implies∫
|ψ(v)| dz ≤ lim inf

n→∞

∫
|ψn(vn)| dz <∞.
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Remember that limv→0+ |ψ(v)| = u∗. Therefore, if v(z) > 0 for all z > 0, then∫
|ψ(v)| dz diverges. This implies there should be a free boundary.

(ii) For a test function φ, vn satisfies
∫ (
− vnφ′ + cv′nφ + ψn(vn)φ

)
dz = 0.

Since vn converges in C1,α to v in the support of φ,∫
−v′φ′ + cv′φ+ ψ(v)φdz = 0.

The convergence of the third term follows from the dominated convergence
theorem. Therefore, the limit v is a traveling profile in Definition 1.145

(iii) Take a point a < max(spt (v)) so that v(a) > 0. By taking the point
sufficiently closely to the free boundary, we may obtain v(a) ≤ u∗. Then, by
Lemma 1, |v′(z)| > 0 in a small neighborhood of z = a. Hence vn ≥ v(a)/2
in (−∞, a] for sufficiently large n. Let Ω := (−∞, a]. Then, for all sufficiently
large n, Schauder’s estimate [17, Theorem 6.2] gives

‖vn‖C2,β(Ω) .Ω ‖vn‖C0(Ω) + ‖ψn(vn)‖C0,β(Ω)

.Ω 1 + ‖ψ′n(vn)v′n‖C0(Ω)

.Ω 1 + sup
v(a)/2≤u≤1

ψ′(u)M ′.

Therefore, by taking a subsequence, for any 0 < α < β ≤ 1, vn converge to
a C2,α-function in Ω, i.e., v ∈ C2,α(Ω). Because the domain Ω can be taken
arbitrarily close to the support of v, we conclude that v is C2,α when v > 0.

Remark 1. The C2-regularity of v cannot be obtained at the free boundary
z = z0. Note that, from the C1(R)-regularity of v and (6),

v′′(z−0 ) = −cv′(z−0 )− ψ(0+) = −ψ(0+) < 0.

However, v′′(z+
0 ) = 0 since v is constant for all z > z0.
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