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ABSTRACT. We consider a chemotaxis model which belongs to the class of
logarithmic models. It naturally appears when one drops the assumption that
microscopic scale organisms measure a macroscopic scale chemical gradient.
We show that weak solutions exist globally in time in coefficient regimes that
include an aggregation phenomenon in dimensions n € {1,2,3} and for large
initial data. We also show the instability of constant steady states and provide
numerical simulations which illustrate the formation of aggregation patterns.

1. INTRODUCTION AND CONCLUSION

The purpose of this paper is to develop a chemotaxis theory which is based on
a Fokker-Planck type diffusion equation,

(1.1) ug = A(ve(v)u), x€eQ, t>0,

where u is the cell density, v is the chemical concentration, {2 is a smooth bounded
domain of R" (n € {1,2,3}), and ~. is the cell motility given by

(12 Yele) = — .

The cell density equation contains a diffusion term which writes as the Laplacian of a
nonlinear term. We do not assume in the modeling that microscopic scale organisms
have to measure a macroscopic scale chemical gradient. However, technically, the
model covers both bounded and unbounded chemosensitivity cases. By rewriting
the diffusion as

wr = A(e(v)u) = V- (76(v) Vi + 7 (0)u Vo)

(13) ~V. (%(v)(Vu—k of Evo)),

c+vkwv
we see that, if ¢ > 0 and k£ > 1, the coefficient of the advection term is bounded. If
c = 0, the Fokker-Planck type diffusion gives a logarithmic model type advection,

u =V - ('YO(U) (Vu — k%Vv) ),

which has unbounded chemosensitivity as v — 0.

One can consider this equation as a special case of the original model of Keller
and Segel [14, (6) and (9)] when the effective body ratio is « = 0 (see Appendix B
for an extra discussion). In this paper, we focus on the chemotactic self-aggregation
phenomenon where the chemical concentration v is assumed to satisfy

k>0, c>0.

(1.4) vy =cAv+u—u, r e, t>0.
1
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This model equation indicates that the chemical is diffused with a constant dif-
fusivity € > 0, produced by cells with production rate one, and degraded with
degradation rate one.

We study the problem with strictly positive smooth initial values,

(1.5) w(z,0) = up(z) >0, wv(x,0)=vo(z) >0, =ze€q.

The domain Q2 C R™ is smooth and bounded. We take the usual zero flux boundary
condition,

a’/(’yc(v)u) = 07 auv =0 on 39,
which is equivalent to the homogeneous Neumann boundary condition,

(1.6) Ou=0, 9v=0 on 0.

The global existence of weak solutions to the system (1.1)—(1.6) is obtained in
Section 2. Keller and Segel introduced their first chemotaxis equations to explain
the initiation of the aggregation phenomenon of slime mold. They considered a
logarithmic model [13, (2.3) and (2.4)] and viewed the aggregation as the insta-
bility of constant steady states. They showed that the instability occurs when the
chemosensitivity is greater than the diffusivity, which corresponds to the model
equation (1.3) with & > 1 and ¢ = 0. However, the global existence of strong or
weak solutions for the logarithmic model has been obtained only for the cases when
the constant steady state is stable, or in specific cases (low dimension, very weak
(renormalized) solutions, etc. see discussion in Appendix C). Our main goal is to
obtain the instability and the global existence at the same time. The global exis-
tence obtained in this paper, Theorem 2.1, includes cases of multi-space dimensions
and both bounded and unbounded chemosensitivity cases ¢ > 0. More precisely,
the global existence is obtained for 0 < k < 7/3ifn=1,for 0 < k < 2ifn =2,
and for 0 < k < 4/3 if n = 3 without any smallness assumption on the initial data
or parameters.

The instability of homogeneous steady states is obtained in Section 3. For the
case with ¢ = 0, it is shown that constant steady states are unstable if ¢ < k—’ll,
where p7 > 0 is the principal eigenvalue of the Laplace operator —A on § (see [35]).
The population size is not involved in this unbounded chemosensitivity case. We ex-
tend the instability analysis in Theorem 3.1 to include the bounded chemosensitivity
case with ¢ > 0. If ¢ > 0, there is a minimum population size required for aggre-

c
—1

)%|Q|) If the average of the population is @ > u; = (£%7)*

gation (that is, (k -

and € < %,

Numerical simulations for the aggregation phenomenon are given in Section 4.
We can observe from numerical simulations that the instability conditions in The-
orem 3.1 provide sharp bounds on coefficients and population size for a pattern
formation when ¢ # 0. If the domain size is small and the population size is bigger
than a critical one for a given diffusivity € > 0, we obtain a single hump solution.
If the domain size is large, multiple peaks appear in the first stage and then are
combined to eventually form a larger single peak. We can observe a similar be-
havior for the solutions for all space dimensions. Remember that the behavior of
solutions for the minimal model (cf. Appendix B) is different when different space
dimensions n € {1,2,3} are considered. In Appendices B and C we discuss the
results of this paper and compare them to the ones in the literature. In particular,

then the constant state is unstable.
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a brief comparison between the original Keller-Segel equations and the ones in this
paper is given.

2. GLOBAL EXISTENCE

In this section, we show the existence of global weak solutions to the initial-
boundary problem (1.1)—(1.6) for arbitrary (nonnegative) initial data in a suitable
functional space. This result of existence holds for arbitrary ¢ > 0 and ¢ > 0.
When the dimension is n = 1, we assume that 0 < k < 7/3. When the dimension
is n = 2, we assume that 0 < k£ < 2. When the dimension is n = 3, we assume
that 0 < k < 4/3. Note that for any dimension n € {1,2, 3}, the considered range
of k includes real numbers which are strictly larger than 1, corresponding thus
to the regime in which a steady state solution is not always stable. Therefore,
an aggregation phenomenon may happen for small € or for large total population
as shown in Theorem 3.1. The ratio of the chemosensitivity over the diffusivity

1

of the model (1.3), which is k%, is unbounded for small v and ¢ = 0. This
unboundedness had been up to now a key difficulty in obtaining the global existence

of a logistic type equations when aggregation may occur.

We provide in Appendix C a discussion on the assumptions used in our work,
and on the link with other works on the same subject, including the important
recent paper [30] by Tao and Winkler.

We will use the following definition of (very) weak solution: for nonnegative
initial data (ug, vo) in (L'(9))?, a pair of nonnegative functions (u,v) on Ry x Q
such that u, v and 7..(v) u lie in L*([0, 7] x Q) for all T > 0, is a (very) weak solution
(global in time) of (1.1)—(1.6) on R x § if the equations

_ /R ) /Q u(t, x)0pp(t, ) dedt — /Q uo(x)(0, x) dx
_ /R + /Q re(w(t ) ult, ) A (t, o) dudt,
(2.1) —/R+ /Qv(t,x)atw(t,x) dxdt—/gvo(a:)w((lx) dx

:/m/ﬂm(t,x) AY(t, ) dedt
+/R+/Q(u(t,x)—v(t,x)) (¢, z) dadt,

are satisfied for all compactly supported test function ¢ € C2(Ry x Q) such that
O, =0 on Ry x 90.

More precisely, we show the following theorem:

Theorem 2.1. Let 0 be a bounded smooth (C?) open subset of R"™, for n €
{1,2,3}. We consider c >0,e >0and0 <k <7/3ifn=10<k<2if
n=20<k<4/3ifn=3. Let ug := uo(x) > 0 lying in L*(Q) N H,,1(Q) and
v 1= vo(x) > co > 0 lying in WH2(Q) if n = 1, lying in WH279(Q) (for all § > 0)

10-5k _g

if n =2, and lying in W5=28 ~°(Q) (for all § > 0) if n. = 3. Then, there exists
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a (very) weak (global in time) solution (u,v) such that u > 0, v > 0 of the initial-
boundary problem (1.1)-(1.6) on Ry x Q (and such that u(0,-) = ug, v(0,:) = vg).
Moreover u and v satisfy the following bounds (for any T >0 and n>0):

o Whenn =1, v,o=t € L>([0,T] x ), d,v € LY[0,T] x Q), 0pv,0,,v €
L2([0,T)xQ), u € L2([0, T|x), u € L>=([0,T]; L*()), u" € L*([0,T]; H*(Q2))
forall0 <r <1/2.

e Whenn=2,vec LY"([0,T]xQ)NL>([0,T]; L*(Q)), v~=' € L>([0, T] x ),
Vv € L71([0,T) x Q), 0v, V. V,v € L27([0,T] x Q), u € L>"([0, T] x
Q)N L>([0,T); LY (), u" € L2([0,T); HY(Q)) for all 0 < r < 1/2.

e Whenn =3, v & LYO~5%=n([0, T|xQ)NL>([0, T; LI(Q)), v~ e Le([o, T]
Q), Vv € L5 1([0,T] x Q), v, VoVav € L5 ~1([0,T] x Q), u
L= 71((0,T] x Q) N Lo([0,T); LXQ)), u™ € L2([0,T); H(Q)) for all

252k
We list in the remarks below some direct extensions of this theorem.

Remark 2.2 (Weak solutions). When (n =1 or n = 2) and when (n = 3 and k < 1),
the solutions obtained are weak solutions, in the sense that Vv and V[y.(v)u]
lie in L1([0,T] x Q) for all T > 0, so that we can use an integration by parts
(or Green’s identity) in the third terms of the two equations in the very weak
formulation (2 1), and replace the set of test functions by C}(R; x Q). Indeed,
writing Vu = 2u'~" V(u") and using Holder’s inequality, we see that for all n > 0,
Vu is bounded in L3([0,T] x Q) when n = 1, in L*/377([0, T] x ) when n = 2,
and in L%ﬂ]([O,T] x Q) when n = 3 and k < 1. Then, writing V[y.(v)u] =
u V7 (v) + ve(v) Vu, we obtain thanks to Hélder’s inequality that for all n > 0,
V[v.(v)u] is bounded in L*3([0,T] x Q) when n = 1, in L*?=7(]0,T] x Q) when
n = 2, and in Lﬁfn([O,T] x Q) when n =3 and k < 1.

Remark 2.3 (Regularity of the initial data). The assumption that the initial datum

vp lies in WP (Q) (with p, = 2 when n = 1, p, = 2 — 1 when n = 2, and

P = 150:25kk —n when n = 3, fore some 1 > 0) is used in the proof to apply the

maximal regularity of the heat equation in the LP» space to equation (1.4). However
this assumption is not optimal when p,, < 2: indeed, it suffices to assume the initial
datum to be in the fractional Sobolev space W2~2/Pn:Pn(Q) (see for example [15]).
Therefore, it is possible to replace in the theorem the assumption “vy € W12-0(Q)”

by the assumption “vg € W1=*277(Q) for all ¥ > 0”7, and the assumption “vy €
5k

WhE=n Q)" (for all n > 0) by the assumtion "vy € W= ToteE 5o ~Y(Q) for
all v > 07.

Remark 2.4 (Llog L estimate). When n = 1, if we furthermore assume that g log ug
lies in L!(€2), then we have that for all time 7' > 0, ulogu € L°°([0, T]; L*()) and
Vu € L2([0,T); H (). Indeed, it is a consequence of the following computation

(at least at the formal level)
) / “. ( - ) dx
¢+ vk

—/ulogudx = /(1+logu)A(
Q c+
2 1 _
= —/ [Vl kdm—/Vu-V(c—i—vk) Yz
Q u c+v Q

2
< _1/ [Vl L dx—i—/u(c—&—vk)‘v (c—l—vk)_l’2 dx,
2 Ja Q

u c+ vk
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where, after integration on some time interval (0,7), the last term is controlled
thanks to the known estimates on u and v.

Proof of Thm. 2.1. We present here the a priori estimates related to the problem
(1.1)—(1.6). Existence will then be obtained thanks to a suitable approximation
process. In all the sequel, T' > 0 will denote any strictly positive time, and Cp will
denote a strictly positive constant (changing from line to line) depending on 7" and
on the parameters of the problem (€2, ¢, ¢, k, n and the initial data).

First step (first estimates): Thanks to an integration w.r.t. = € , we immedi-
ately see that

(2.2) sup |[u(t, )z + sup |[o(t, )|z < Or
te[0,T] te[0,T)

Then, observing that d;v — ¢ Av > —v and using the minimum principle, we get
the estimate

2.3 inf t,x) > Cnt
( ) te[o,lig],zeﬂv( ,m) =T

where C' := ¢ exp(—T).
Second step (use of the duality lemma): Observing that
Ou — A(Au) =0, Oy (Au)|oq =0,

where A := (c+v*)71 > 0 lies in L!([0, 7] x ©2) thanks to estimate (2.3), a standard
duality lemma (cf. [27]) implies that

T u2
24 dxdt < C
(2.4 | [ Aedee<cn

since the initial datum uy > 0 lies in H,,,}(Q).

Third step (estimate of the r.h.s of the equation for v): We consider m €]1,2]
(the constants Cp will depend upon m in the sequel). We observe that, using
Holder’s inequality and estimate (2.4):

T
/ /|u v|™ dxdt < Crp </ / ( > (coF)ym/2 dxdt—l—/ /vm da:dt)
Ve+ ok o Ja
T o 1-m/2 T
(2.5) <Cr <1+ [/ /vf dxdt} +/ /vm dxdt).
o Ja 0o Ja

Fourth step (use of the properties of the heat kernel relative to the LP spaces):

,%[Whenmg1+n/2and7h:oowhenm>1+n/2, we

know (cf. for example [1]) that

For any m € [1

ollo (o1 < Cr (||atv e Aol o1 + 1000, .>||W1,m<m).

Observing (when m > m) that for any ¢ > 0, there exists C5 > 0 such that

//mdxdt<05+5/ / V™ dxdt,
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and using estimate (2.5), we end up with the estimate

2—m

X 2m
2 dmdt) ;

which holds if m €]1,2[ and m €]m, %[ when m <14 n/2, and if m €]1, 2]

(2.6) [lv]

T
ozt < Cr 1+|v<o,->||wa,m(m+</ /Q .
0

and m = oo when m > 1+ n/2.
When n = 1, using the bounds (2.2) and (2.6), we see that for m €]3/2, 2],

k/2
lollz=oixe < Cr (1 1ol %’]”xm)

Remembering that in that case, we assumed that k < 7/3, we see that by taking
m > 3/2 close enough to 3/2, we obtain the final estimate

(2.7) V]l (j0,7x02) < Cr-
When n = 2, we assumed that k& €]0,2[. Then, we can take m €]2 — k, 2] and
m = 2’“—’" and use the bound (2.6) in order to get

K2
<
Mol 5 gy < O (14008, ),

]l <Cr.

L2 ((0,7]x Q)
Then, selecting m < 2 close to 2, we see that for all ¢ € [1, 00|,
(2.8) [0l La(o.11x0) < O

When n = 3, using the bound (2.6), an interpolation and the bound (2.2), we
obtain

so that

_km_ _ (2k7¢n71)+ (%Ilh 2-m
o]l qoxey < Cr <1+||”||L1 (0.11xe) " |”||m<[_of?]xm>
< o (1 (-2,
< Cr (TPl Lo o, x0) )

for all m €] max(1, Qk";n), 55’2”m [, which is non empty when we take m €]1, 10_25kk [.
Note that mdeed 150 25kk > 1 since by assumption k < 5/3. Now selecting m < = 2m

, we have for some small v > 0,

(ms+v)(5 2;,,1“)+).

lolln o < Cr (1+ 0l g0y

close to =

2

Recalling that by assumption k < 9/5, we see that when v > 0 is small enough, the
—|—1/) (g — 2—) < 1, so that for

2m

exponent in the right—hand—side satisfies (75{f5

m <z , we have

- close enough to 5 e

[[v]| L (jo,1)x ) < Cr-

Finally, selecting m < 150:25kk close to 150:2515 (therefore m < ¢ 5m < 10 — 5k is close

to 10 — 5k), we end up with, for all ¢ € [1,10 — 5k],
(2.9) 0]l La (0, 11x0) < Cr-
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Note that until now we only used the fact that & < 5/3. The assumption that
k < 4/3 will be used in the next step.

Fifth step (use of a multiplicator for u): We first consider the case when n = 1.
Thanks to estimates (2.4) and (2.7), we see that

(2.10) lullz20.11x0) < Cr-
Then
|10ev — € Avl| 2o, 7yx0) < Cr ([|ullL2 (0,112 + [0l L2(j0,11x )

Using estimates (2.7), (2.10), and the maximal regularity of the heat equation, we
obtain the bound

(2.11) [[0:v]| 220,11 x Q) + 02|l L2 ([0, 71x02) < Cr-

We interpolate then between the bounds (2.7) and (2.11), and see that

(2.12) ||awU||L4([O,T]><Q) S CT.

We now use the equation for u, and compute, for any ¢ €]0, 1],

4 [« dm =(1- q)/ w0 u’Q (c4v) 1 dx—k:(l—q)/ u?™ Opu v L dx.
dt ) ’ Q T (et )2

Usmg Young’s inequality and estimate (2.3), we see that

/uq—la u 0 vvk;d 1(1— )/uq_2‘8 u’2(c+vk)_1daﬁ
0 T (R 2 ) ’

+Cr </ |8xv4dz+/u2qu).
Q Q

Then, integrating w.r.t. time on [0,7], thanks to the bounds (2.2), (2.10) and

(2.12),
T 2
/ /uq72|8xu’ (c—l—vk)*l dzx < Crp,
Q

so that, using again estimate (2.3), we end up with the bound,

(2.13) / / |0, (u") | dedt < Cr,

for all » €]0,1/2][.

We then turn to the case when n = 2. Thanks to estimates (2.4) and (2.8), we
see that

(2.14) ||l 2+ (0,11x0) < Cr,
for all v > 0 small enough. Then

k(1 —q)

|0¢v — € Av|2—v(j0,11x0) < Cr <||U||L2v([o,T]xQ) + ||U||L2v([o,T]xQ)>-
Using estimates (2.8) and (2.14), and the maximal regularity of the heat equation,
we obtain the bound (for 4,j = 1,2)

(2.15) [0¢v]| L2+ (j0,71x ) + ||02;2;0]| L2+ (0,11x0) < Cr,

for all v > 0 small enough. We interpolate then between the bounds (2.8) and
(2.15), and see that

(2.16) IVolls—rv(o.r1x0) < Cr-
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We now use the equation for u, and compute, for any ¢ €]0, 1],

d -2 2 ky—1 -1 vkt
p7a dac = (1—q) /Quq [Vul|® (c+v%) " de—k (1—q) /Q u?™* Vu-Vo o2 dz.
Usmg Young’s inequality and estimate (2.3), we see that
kE(1—q) / u?™t Vu - Vo L dx| < 1 (1—-19q) / u?™? | Vul? (c + )" da
Q (c+ovb)> 172 Q

+Cr (/ | Vo[t d:v+/ u?"vz dx>,
Q Q

for some vq,v9 > 0 small enough (and depending on ¢). Then, integrating w.r.t.
time on [0, 7], and thanks to the bounds (2.14) and (2.16),

[ waa= [ G [7 b imat et is <

so that, remembering that ¢ < 1 and using estimates (2.2), (2.3), we end up with
the bound

T
(2.17) / / |V (u")|? dadt < Cr,
0o Jo
for all » €]0,1/2][.
We finally treat the case when n = 3. By estimates (2.4) and (2.9), we have that

(2.18) Cr,

<
“7([0,T]% Q)

for all ¥ > 0 small enough. Then

[|0pv— 6Av|| 10—

<C
Y0,T)xQ) T ( (0,7 % sz “([o, T]><Q)>

so that by the maximal regularity of the heat equation, using estimates (2.9) and
(2.18), we have (for 4,5 € {1,2,3})

2.1 - 2 -5 <
219) 0l g v+ el g <O

for all v > 0 small enough. Interpolating between this bound and (2.9), we obtain

(2.20) Vol s < Cr.

LEE ¥ ([0,7]xQ)

Note that 160 25kk > 1 thanks to the assumption that k£ < 4/3. We compute using

the equation for u and the lower bound (2.3), for any ¢ €]0, 1],

d a
S e o (1-19q) / u?™2 | Vul? (c +vF) "l dx < Cp / |Vo|2ul d,
dt Jo q ) Q

4-3k

so that by Young’s inequality, assuming furthermore that ¢ < =5,

- —da: + (1—q)/uq_2|Vu|2(c+vk)_1da?
Q

2 —v 10 516‘ —v
< Cr |Vv| 6=zt V1 g 4 2 dx
Q
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for some small v1,v5 > 0 depending on gq. We now integrate on [0, 7], using the
bounds (2.18), (2.20), (2.2), to obtain

T
/ / u?™2 | Vul? (c +vF) "L dedt < Cr.
0o Jo

4—3k

Since q < =57,

using furthermore the bound (2.3), we have

T
(2.21) / /|V(u”)|2dxdt§C’T,
0 Q

for all r €]0, %%[

The above a priori estimates are applied uniformy w.r.t. ¢ €]0,1[, to the ap-
proximated system

ug
2.22 15) = Al ——m—
(2.22) v <c+(5+vg)k)’
_ us _
(2.23) Oivs = elAvs + T ous Vs,

together with Neumann boundary conditions and smoothed initial data w;,,s > 9,
Vin,s > 0 compatible with the Neumann boundary conditions.

The existence of a strong (classical) solution us > 0, vs > 0 to the system
above can be obtained thanks to Schauder fixed-point procedure. More precisely,
we denote by L2 ([0,7] x €2) the set of nonnegative functions w in L?([0,77] x ),
and we consider the application T} defined on L3 ([0, T] x ) by

Ty:u—sv=T(u)= (8 —eA+Id)" (1—f5u) ,
(to be understood with initial condition v(0, -) = v;,s and homogeneous Neumann
boundary conditions), and we denote by Cgt’ll"l_o([o, T]x Q) the set of nonnegative
functions on [0, 7] x © which are, and whose first space derivatives are, -Holder
continuous for any 0 < 8 < 1, and we consider the application T5 defined on
1700, 7] x Q) by

1

Ty v i = Th(v) = (at _v. [C+ (51+ V- ’E:C(‘T(;KU;ZZ IdD (0),

(to be understood with initial condition (0,:) = wu,,s and homogeneous Neu-
mann boundary conditions). For any w € L2 ([0,T] x ), by the minimum prin-
ciple v > 0, and by the maximal regularity of the heat equation, v = Tj(u) is
in Cit’lm’l_o([O,T] x Q) with bounds which do not depend upon u (and also in
LY([0, T); W2Y/1(Q)) n WHY/n([0,T] x Q) for all > 0). In particular the com-
position T3 o T3 is defined, and, using the minimum principle, @ is nonnegative.
Furthermore, by the maximal regularity of linear parabolic equations (see [15]),
we see that @ = T o T (u) is in LY/7([0, T]; W1/7(Q)) n WHL/7([0,T] x Q) for all
1 > 0, with bounds which do not depend upon u (and also in C?rt’l””’l_o([o, T xQ)).
Thanks to a Sobolev embedding, we conclude that the image of L2 ([0,7] x Q) by
T o Ty is relatively compact in L2 ([0,7] x Q). To check the continuity of 75 o T,
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we compute for any uy, us € L2 ([0,T] x ), noting v; := T (u;) and @; := To(v;),
i=1,2,

i/ (i —d2)?
it ), 2

N - 1 _ 1 B
= ) Vi) (WV“I‘H@W@V“Q) de

L E(6+ 1) Vo~ k(6 +v)F 1V _
‘/QV(“““?)' ( (c+ @ +u))? 27 (et O+ o)) “) s

so that integrating w.r.t. time on (0,7") and using the initial condition,

(41 — Ug)? /T _ 1
—F—(T)d V(ag — ————— dxdt
/Q et 0 sz' G~ o) cr(@ro)F "
/ /V VUQ( 1 — L >dxdt
c+ (6 +v1)F e+ (64 vg)k

- - ]C((5+’Ul)k71 .
,/0 /QV(ul —Ug) -V (va —v1) mul dxdt

r - k(6 + vg) ! k(6 4ot N
_/ / V(1 — a2) - Vg ((ch o +2v2)k)2 T+ 0 +1v1)k)2 ) wy dw

k—1
/ / V u1 - UQ VUQ( (6 + U2) (’17,2 - ’L~L1) dxdt.

+ (6 +v2)k)?
Using Young’s inequality, the smoothness of w1, 63, v; and ve, and the Lipschitz
k—1
continuity of the functions w — W and w — %, we end up with

~ )2 1 T
/ M(T) dz + f/ IV (@0 — ii2)[? da
Q 2 2 )0 Ja

g4cT{/OT/Q(U1—U2)2 da:—&—/OT/QW(vg—vl)de—&—/OT/Q(ﬁg—ﬂl)dedt}.

Applying the maximal regularity for linear parabolic equations to the equation
Or(v1 — ) —eA(vy —v2) + (v —v2) = lJlem — L:LTzug7 we see that
[[vr — vallL20,mx ) + [IV(v1 — v2)||L2(j0,71x0) < Crllur — uzl|L2(j0,11x0)

so that we can conclude thanks to a Gronwall lemma that

(@ — 12)*(T) dx < Cr ! (uy — uz)? dadt,
Q 0 Q

which implies the continuity of 70Ty on L2 ([0, T] x ). Considering 7507} on the
closure of the convex hull of T, o T1 (L3 ([0, T] x §)), we can now apply Schauder’s
theorem, which gives the existence of a strong nonnegative solution (us,vs) in
(LY7([0, T); W2H/n(Q)) n WH/n([0, T] x 2))? for all n > 0, to the approximated
system (2.22).

We now show how to pass to the limit in the system (2.22) when § — 0. Let
Dns @n > 1 be defined by

(P ) = (2,00) if 1 € {1, 2}, (pnda) = (10— 5k)/(5 — 2k), 10 — 5k) if n = 3.
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According to the a priori estimates shown above, we know that we can extract
from (us, vs)s>0 a subsequence still denoted by (us, vs)s>o converging towards (u, v)
weakly in LP»~7([0,T] x Q) x L?~"([0,T] x Q) for all n > 0, with u,v > 0. In
particular, the second and third terms appearing in the second equation of the weak
formulation (2.1) pass to the limit weakly.

Since we know moreover that (vs)sso is bounded in WhP»=7([0,T] x Q) for
all n > 0, we see that (vs)s>o also converges a.e. towards v. As a consequence,
(6 +c+v¥)~! converges a.e. towards (c+v*)~! (and is bounded in L>([0, 7] x 2)).
Then we can pass to the weak limit in the product (§ 4+ ¢ + vf;c)*1 us and get its
convergence towards (c + v¥)~!w in LP»=7(]0,T] x Q), for all n > 0.

The two remaining terms appearing in the weak formulation (2.1) also clearly
pass to the limit weakly thanks to the regularity of the initial data. Therefore,
(u,v) is a (very) weak solution of (1.1)—(1.6) on [0,7] x Q. A standard Cantor’s
diagonal argument allows to extend it into a global in time (very) weak solution on
R+ x Q.

Finally, the estimates on the solution (u,v) are obtained by passing to the limit
in the uniform estimates on (us, vs) using Fatou’s lemma. ]

3. INSTABILITY OF CONSTANT STEADY STATES

In this section we find the instability condition of a constant steady state solution
to the Neumann boundary value problem, (1.1)—(1.6). The condition depends on
the size of cell population, the size of chemical diffusivity, and the sensitivity of
motility. However, the condition does not depend upon the size of cell diffusion.
To see it more clearly, we introduce an extra parameter €, > 0 and set the motility

function as
(v) = —*
Ye P
The new parameter ¢, controls the diffusion size of cell population. Notice that
this parameter is not involved in the instability condition of the following theorem.

Theorem 3.1 (Instability of a constant steady state). Letc >0, k> 1, a =7 > 0,
Q be smooth and bounded, and puy > 0 be the principal eigenvalue of the Laplace

operator —A on Q. Suppose that & > uq := (k—il)% Then, €1(u) := % >0
and, if 0 < € < e1(u), the constant state (u,v) = (u,v) is a linearly unstable steady
state solution of (1.1)~(1.6). If € > e1(u), then (u,v) is linearly asymptotically

stable.
Proof. The case when ¢ = 0 has been shown in [34] and we consider the other case

(¢ > 0). The positivity of £; is clear. Denote v = @ + u1, v = ¥ + v and consider
a linearized problem,

(3.1) % (Zi) = A(1,7) (Zi) :

where (5)A (B
(v L (T)a
A(u,v)-( 1 eA—l)'
Let {u, ¢} be an eigenpair of —A in  with the homogeneous Neumann boundary
condition. If {\, c} is an eigenpair of a related matrix

B(a,0) (—%(v)u —’Vé(v)u,u> |

1 —ep—1



12 L. Desvillettes, Y.-J. Kim, A. Trescases, and C. Yoon

then (u1,v1) = cge is a non-trivial solution of (3.1). Therefore, the local stability
of the constant steady state is determined by the sign of the eigenvalues of B(u, ).
The characteristic equation for an eigenvalue of B(u, ) is

A2 (0(e(0) + &) + DA + p7e(0) (e + 1) + 72(0)ap = 0.

The (complex) eigenvalues are

)\_—Pi\/m
- 5 ,

where

P = p(ve(v) +e) +1,

Q 1y (V) (ep + 1) + e (v)up.
Since P is positive, the steady state solution is unstable if there exists an eigenvalue
w such that Q@ = Q(p) < 0. Notice that p— Q(u)/u = veep+ve + 7,4 is monotone

increasing. Hence, p — @Q(u)/p has its minimum value when p = p7. The minimum
value is computed by

Qp1) e kv _ ( ko*
= Ye e~ T U =" 1- — )
R ) e C
We therefore find the instability condition,
Q(u1) Lok (k—1)a* —c B
=g +1—-—7 <0<+ e < —F—— =€1(0).
p17e(0) - c+ ok pi(c+ak) (@)

Since ¥ = @ > uy, we have £1(@) > 0. In conclusion, the constant state (u,v) =
(u,?) is a linearly unstable steady state solution of (1.1)—(1.6) if £ < £1(@), and a
linearly asymptotically stable one if € > &1 (@). O

We expect an aggregation phenomenon when constant steady states are unstable.
Since the total cell population of our problem is preserved, the constant steady state
solution (@, ) related to the initial value problem is

1
== [ w(x)dz, v=a,
€2 Jo
where || is the size of the bounded domain Q. Therefore, the first instability
condition, u > u; := (ﬁ)%, requires that the initial population size should be

bigger than a critical size,

(3.2) /Quo(x)dx > |Q|(k - 1)%.

This condition indicates that, if ¢ = 0, then the aggregation phenomenon may
happen for any size of population. However, if ¢ > 0, there is a minimum size of
population to guarantee population aggregation. This population size is indepen-
dent of the diffusivity size €,. It depends on the sensitivity of 7. which is decided
by ¢>0and k > 1. If £k — 1 or ¢ — oo, this critical population size increases to
infinity.

The second instability condition € < &1 requires small chemical diffusivity size.

% depends on k,c, u1, and u. If ¢ approaches
k—1

zero, the critical diffusivity €; tends to Tt In this case the population size is
not involved. If k — 1, £; tends to a negative value (or zero). Hence, it is not

The critical diffusivity e; :=
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possible to have an aggregation phenomenon for any population size and chemical
diffusivity. The domain size and shape is involved through the principal eigenvalue

pr = pa(S2).

4. NUMERICAL SIMULATION

In this section, we test the instability of constant steady states and the con-
vergence to a nonconstant steady state using numerical simulations. As we shall
see, the results of the numerical computations agree with the theoretical analysis
performed in the paper. Our numerical simulations are coherent with the result
stating that the solutions globally exist and do not blow up.

We consider first in this study the following problem:

Ut = A(’Vc(v)u)7

v = eAv — v + u,
(4.1) o,u=0,v=0, on 09,

u(x,0) = 4,

v(x,0) = 9(1 + x{|x|<0.01});
where u = v > 0 are constants. The initial cell population distribution is thus
homogeneous. The chemical concentration is a perturbation centered at the origin
of an homogeneous steady state. These data correspond to cells close to point 0
which start to secrete the chemoattractant, so that the aggregation phenomenon is
initiated. The motility function -, is chosen in such a way that £k = 2 and ¢ = 1,

ie.,
1

T 140
In this case (cf. Thm. 3.1), the critical population density is

Ye(v)

1
C &
- —1.
“ (k—l)

Therefore (still ¢f. Thm. 3.1), if 4 > 1 and £ > 0 is small enough, we expect an
aggregation phenomenon to develop. For numerical computations we have taken an
explicit finite difference scheme centered in space and forward in time (see Appendix
for a matlab code used in the paper).

4.1. Aggregation in a small domain. In this subsection, we take the unit ball
as the computation domain, i.e.,

Q={xeR":|x| <1}.

We recall that according to the formulas in Thm. 3.1), &1 (@) = L Z=L. Selecting
pn1 w?+1

€ = 5—31 (which corresponds to the critical diffusivity e1(@) when @ = 2) and

observing that u — Zzﬁ is an increasing function, we expect that the initial

(slighty perturbed) homogeneous steady state will give rise to an evolution towards
an inhomogeneous state when @ > 2. Since ¢ is of the same order as 1/u1, we also
expect that this inhomogeneous state presents typically one single hump, at least
for t close to 0. Note that the principal eigenvalue 1 of the Laplace operator —A
on the unit ball depends on the space dimension. We present in the two following
subsections the cases when the dimension are n = 1, and then n = 2.
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4.1.1. One space dimension. We first consider one space dimension n = 1. The
principal eigenvalue of —A in the domain of the unit ball is then p; = 72 22 9.8696.
The critical chemical diffusivity is then

3
e = — =0.0608.
oL

We performed numerical simulation in four different cases, corresponding to
u=4, 3, 2.2, and 1.8.

We recall that the first three cases (with @ = 4,3, and 2.2) are expected to lead
to the development of nonconstant steady states. We numerically computed the
solution at time ¢t = 200 and displayed the obtained profile for w in Figure 4.1(a).
Since the solution is even, only the part with z > 0 is presented. We indeed observe
that the solution converges to a nonconstant steady state in the first three cases
and to a constant one in the last case (when @ = 1.8).

12 12
10 10 Lot
\‘\ ***** u=4 7/ —
— — —u= V2 u=4
8 \ u=3 8 E o
= / u=3
~ < \, u=2.2 /, i w=2.2 |1
\ u=1.8 . )
6 \\ "\ 6 Jy u=1.8
NN —-7/
4 NN S S oRonon: |
N e
2 \‘\\ 2 ---------------
0 — 0
0 0.5 1 0 50 100 150 200
(a) Cell density profile u at ¢ = 200. (b) Maximum value of u w.r.t. time.

FIGURE 4.1. Cell density distribution at time 200 and sigmoidal-
like saturation profile for the maximum of the cell density (one
space dimension).

The observed maximum of w(t,-) is at the origin for all ¢ > 0. It is shown in
Figure 4.1(b) how this maximum value increases and saturates in the four cases.
We can observe that the growth is sigmoidal-like.

4.1.2. Two space dimensions. We next consider as a domain the two dimensional
unit disk. The eigenvalues are given by the relation Jj(,/z) = 0, where Jy is the
Bessel function of the first kind of order zero. The first zero is \/zi1. Approximately,
w1 = 14.6819 (see [35, Remark 4.1]). The critical chemical diffusivity is then
€= 3 = (0.0409.
dfi1

We performed numerical simulations for the same four cases as in dimension 1, that
is cases corresponding to w = 4, 3, 2.2, and 1.8. We also numerically computed
the solution at time ¢ = 200 and displayed the profile in Figure 4.2(a). Since the
solution is radially symmetric, the profile is presented only along any half straight
line starting at point 0. We once again observe the convergence to a nonconstant
steady state except in the last case (when @ = 1.8). We can also observe a sigmoidal-
like growth of the maximum value of the solution in Figure 4.2(b).
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60 60
sof 1 e i
\ —
N | T u=4 === u=4
LI —Toes 40 ! | ——-us
u=2. A u=2.2("
30 u=1.8 1 u=1.8
20 [ e
20 //
10 /*
3 —-%;./-"
0 o™=
0 0.5 1 0 50 100 150 200

(a) Cell density profile u at ¢ = 200. (b) Maximum value of u w.r.t. time.

Fi1cURE 4.2. Cell density distribution at time 200 and sigmoidal-
like saturation profile for the maximum of the cell density (two
space dimension).

Nonconstant steady states are not unique and can have a nontrivial basin of
attraction. Consider an alternative initial value

v(x,0) = 0(1 + Xx{0.00<|x|<1})5

in the problem (4.1), corresponding to a case in which the cells along the perimeter
of the domain start to produce chemicals. We can observe (cf. Figure 4.3) a profile
(and a sigmoidal growth of the maximal value of u(t,-)) quite different from the
one observed in in Figure 4.2.

8 8
— s u=4
***** u=4 _ ———u=3 | |

6|~ — —u=s - 6 e u=2.2

u=2.2 i yd u=1.8

u=1.8 , _ o
4 s AT L7

/s 7 | _ — -
o
2 it 2
.—_’/"/
0 0
0 0.5 1 0 50 100 150 200

(a) Cell density profile u at ¢ = 200. (b) Maximum value of u w.r.t. time.

FI1GURE 4.3. Cell density distribution at time 200 and sigmoidal-
like saturation profile for the maximum of the cell density (one
space dimension). The aggregation signal started from the perime-
ter of the domain 22 + y? = 1.

4.2. Aggregation in a large domain. In this subsection, we take the same values
of the diffusivity as in subsection 4.1 (that is, ¢ = 0.608 in dimension 1 and e =
0.0409 in dimension 2), but we compute on a much larger domain. We hope in this
way to observe solutions in which several humps develop (when the time is close to
0), representing multiple points of aggregation of the cells.

As in the previous subsection, we provide computations in dimension 1 as well
as in dimension 2.
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4.2.1. One space dimension. We now take
Q={zeR:|z| <10}.

The domain of computation is thus ten times larger than the domain considered in
subsection 4.1, and the principal eigenvalue p; of the Laplace operator —A becomes
100 time smaller, i.e., 1 = %. We take the same diffusivity in Subsubsection 4.1.1,
that is € = 0.0608. This diffusivity is the critical one when u = 1.006. Therefore,

we may expect an aggregation phenomenon when « > 1.007.

80
60 1
40 1
20 1
0
-10 -5 0 5 10
40 100
30 1
20 1 50 1
10 1
o o . /\
-10 -5 0 5 10 -10 -5 0 5 10

FIGURE 4.4. Cell density distribution at times ¢ = 50, 300, 10% and
10%. Initial values corresponding to (4.2) are used.

We performed the numerical computation with initial values corresponding to
(4.2) u=v=4, wu(z,0)=1a, v(z,0)=0v(05+X), -10<uz<10,

where 0 < X < 1 is a random variable with uniform distribution. In Figure 4.4,
solution profiles are given for ¢ = 50,300, 102, and 10%. Since the constant steady
state u = 4 is (linearly) unstable (the critical @ is @ = 1.006), an aggregation
phenomenon develops. At time ¢ = 50, eight cell aggregation points have appeared.
Later, the eight humps progressively merge and bigger humps appear. At time
t = 300, four such humps have survived. Later, for ¢ > 10*, only one single hump
is left. The merging process happens on a larger time scale than the process of the

initial formation of the humps.

4.2.2. Two space dimensions. We take in this subsubsection a square domain
Q= {(z,y) €R?*:0 < 2,y < 10}.
We take the same diffusivity as in Subsubsection 4.1.2; that is ¢ = 0.0409. This

diffusivity is the critical one when @ 2 1.006.
We perform numerical computations with initial values corresponding to

(4.3) u=v=4, u(z,y,0)=1u, ov(r,y,0)=005+X), 0<uzy<10,

where 0 < X < 11is a random variable with uniform distribution, since the constant
state u = 4 is unstable (the critical @ is u 2 1.006), and an aggregation phenomenon
develops. In Figure 4.5, the values of u (represented by colours) are given at various
times (¢ = 25, 50, 75, 100, 200, 300, 500, 1000, 2000).

We can observe that the uniformly distributed cells start to get aggregated, and
a pattern consisting of a few spots already has appeared at time ¢ = 50. The
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From top: t = 25,50, 75 t = 100, 200, 300 t = 500, 1000, 2000

FIGURE 4.5. Cell density distribution at nine different times. Ini-
tial values corresponding to (4.3) are used. White regions are as-
sociated with zones where u < 0.5.

maximum of u reaches to 50 at t = 75, which is about the same value as what
was observed on radially symmetric solutions in Figure 4.2. The support size of
these spots is also similar to the one of those radial solutions. We can also observe
later that the aggregation spot patterns merged together and form bigger spots.
However, this merging process becomes slower and slower.

APPENDIX A. COMPUTATION CODE

An explicit finite difference scheme centered in space and forward in time has
been used for computation. The numerical simulations are performed using matlab.
The matlab code used for the computation of Fig. 4.5 is given in the following:

%% model parameters

ubar=4;
eps=3/5/14.6819;
c=1;

k=2;

%% computation parameters

L=10; % computation domain is [0,L]"2
dx=0.1; % space mesh size

T=2000; % time domain is [0,T].
dt=dx*dx/4; % time step size

NX=floor(L/dx)+1; 7’ number of space grids
NT=floor(T/dt)+1; % number of time grids
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%% variables and initial value

x=0:dx:L;

u=ubar*ones (NX,NX) ; % homogeneous initial value
v=u.*(0.8+0.4*rand (NX,NX)); % random initial value

%% computation

for i=1:NT
p=u./(ct+v."k); % this is gamma times u
tmp=u+dt* (4*del2(p,dx)); % equation for cell density
v=v+dt* (eps*4xdel2(v,dx)-v+u); % equation for chemical concentration
u=tmp; % update cell density

% Neumann boundary condition
u(l,:)=u(2,:);ul:,1)=ul:,2);uWX, : )=u(NX-1,:);ul:,NX)=u(:,NX-1);
v(1l,:)=v(2,:);v(:,1)=v(:,2);v(NX, : )=v(NX-1,:);v(:,NX)=v(:,NX-1);

end

%% solution display

M=max (max (u)) ;

mesh(x,x,u);axis([0 L O L 0.5 M]);view([0 O 1]);

APPENDIX B. COMPARISON TO KELLER-SEGEL EQUATIONS

This paper is a part of an effort to show that the chemotaxis phenomenon can be
explained without the traditional chemotaxis assumption that a microscopic scale
individual cell measures a macroscopic scale chemical gradient (see [2,3,34,35]). The
motility (or departing probability) v.(v) of the diffusion in (1.1) depends only on
the chemical concentration. In other words, each cell changes its motility according
to the concentration of chemoattractant, but not according to its gradient. Never-
theless, such a migration strategy produces a chemotactic migration phenomenon
and can be modeled by a logarithmic type advection term, as written in (1.3).

Models like (1.1), (1.4) have been used recently in the Physics litterature [4].
In [4], the authors use this model to study the formation of periodic stripes in
(engineered) bacteria’s colonies observed in [19]. For the sake of simplicity, they
use for the cell motility a (smoothed version of) a step function, taking only two
values. Beyond simplicity, their choice is motivated by biological measurements
showing that the motily almost vanishes beyond a critical value of the chemical
concentration [19].

From the point of view of analysis, the fact that the diffusion term can be written
as a Laplacian of some quantity allows us to apply duality arguments and to obtain
global existence. We also obtain the instability of constant steady states for both
bounded (¢ # 0) and unbounded (¢ = 0) motility cases. The purpose of this
section is to show the connection between the model that we study and classical
Keller-Segel equations.

The mathematical study of chemotactic migration has been started by the publi-
cation of three papers of Keller and Segel. In the first paper, based on macroscopic
arguments they proposed an abstract form for the diffusion-advection equation,

(B.1l) w=V- (,u(u, v)Vu — x(u, U)Vv) =V- {u(u, v) (Vu - zgz: Z; Vv)} ,
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where u and v are cell and chemical densities respectively (see [13, (3.5)]). This
equation contains two terms: the Fickian diffusion (related to p) and the chemo-
tactic advection (related to x). Two typical formulas for u, x are

w(u, v) = po, x(u,v) = xou, (minimal model)

w(u,v) = po, x(u,v) = XOE, (logarithmic model)
v

where gy and xq are constants. The corresponding chemotaxis equations are respec-
tively called minimal and logarithmic models. Keller and Segel took the logarithmic
model [13, (2.3)] and showed that the constant steady state is unstable if ﬁ >1
(see [13, (4.16)] for the original statement). However, in dimension n = 3, until
now the global existence of weak or strong solutions for the logarithmic model has
been shown in general only for cases without aggregation, i.e., for f% < 1 (see [§]
and the discussion in next section).

Keller and Segel derived their new model in their second paper [14] entitled
“Model for Chemotazis”. Starting from a microscopic model featuring a random
walk, they derived the specified chemotaxis equation for the cell density,

(B.2) ug =V - (p(v)Vu — x(v)uVv),

where p is a function of v only and x(u,v) in (B.1) is now x(v)u. A new con-
tribution of the model is the explicit relation between the diffusivity g and the
chemosensitivity x, given by

(B.3) X(v) = (a = D' (v),
where « represents the ratio of effective body length (i.e., distance between re-

ceptors) over the walk length. If an organism cannot measure the gradient of the
chemoattractant, which is the case we are interested in, we may set o = 0, so that

x(v) = —p/(v). This is the case of special interest mentioned by S. Corrsin as
commented in [14, p. 228]. Then, (B.2) writes
(B.4) w = Alp(v)u),

which is identical to (1.1), when one identifies 7. with . The difference is that u is
assumed to be an increasing function of v in the works of Keller and Segel, whereas
we assume in this work that . is a decreasing function of v.

APPENDIX C. DISCUSSION ON GLOBAL EXISTENCE

The purpose of Keller and Segel in introducing their first chemotaxis model was
to explain the aggregation phenomenon. Its initiation was viewed as the instability
of a constant steady state [13]. For the completeness of the study, it is also im-
portant to analyze the well-posedness, global existence, asymptotic convergence to
a nonconstant steady state, etc. However, there are many obstacles in obtaining
those. For example, the asymptotic convergence to a nonconstant steady state is
difficult to obtain, and the main difficulty is in the non-uniqueness of steady states.
Instead, the existence of nonconstant steady states has been one of key issues in
the elliptic problem viewpoint (see [18,22-24,31]).

The global existence of the evolutionary problem has been one of the key issues.
One of the challenges consists in obtaining the aggregation and the global existence
together. Solutions of the minimal model are global and bounded in one space
dimension (see [25]). However, in two space dimensions, the solution of the minimal
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model can blow up in a finite-time if the initial population’s mass is bigger than a
critical size whereas, in three (or more) space dimensions, the solution can blow up
with any population size ( [7,10,12,20,21,26,28,33], see [11,26] for a review).

On the other hand the blow up of the logarithmic model is not reported for
dimensions n < 2. In one space dimension, solutions to the logarithmic model
are bounded and exist globally in time. In dimension n > 2, classical bounded

solutions have been obtained when X¢ < \/g (see [5,32]), a condition which is

not compatible with the necessary condition of aggregation fj—g > 1. Note that the

value \/% is not optimal as shown in [16] (see also [6] for a result in a perturbative

framework close to the elliptic-parabolic case). When it comes to weak solutions,

n+2
3n—4°

which now includes an aggregation regime in dimension n = 2. The case of radial
solutions also admits weak solution for some aggregation regimes, see [29]. In
dimension n = 3, to consider regimes of aggregation with global solutions, one
possible direction is to resort to a generalized form of solution, as studied in the
recent work [17]. Note that in dimension n = 3, the solution may blow up in finite
time if 22 > 6 (see [9, Section 6.1.1]). Coming back to our system (1.1)~(1.4), the
condition 0 < k < 4/3 for the global existence in three dimensions does not appear
to be simply a technical issue. We do not know the optimal value of the parameter
k for the global existence.

Finally, we mention the recent work [30], in which the authors study a related
model: they consider the system (1.1), (1.4) in dimension n > 2, with the cell
motility v.(v) replaced by a smooth function ~(v) satisfying 0 < 4= < y(v) < ¥
for some positive constant 7. They obtain the existence of weak solutions (but do
not consider the patterns related to the system), and, under the supplementary
assumption that the domain is convex, they obtain strong solutions in dimension 2
(and in dimension n > 3 under some smallness assumption on the initial data). In
their proof, the starting point for showing the existence is to obtain an L? estimate
for v (Lemma 3.1 in [30]), thanks to a duality technique. Our own use of duality
lemmas is reminiscent of the one used in [30]. Note that in dimension n = 2 or
3, our result gives the existence of weak solutions for which no L* bound for the
concentration v is known. The cell motility v.(v) in our model is therefore a priori
not lower bounded (away from zero), so that existence does not directly follow
from the estimates of [30] in that case. In dimension 1, our estimates show that
v is bounded between two strictly positive constants, so that the estimates of [30]
can be used (more precisely, the extension of these estimates in dimension 1).

global existence has been obtained in [32] under the condition that ﬁ <
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