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Abstract

We rigorously prove the passage from a Lotka-Volterra reaction-
diffusion system towards a cross-diffusion system at the fast reaction
limit. The system models a competition of two species, where one spe-
cies has a more diverse diet than the other. The resulting limit gives
a cross-diffusion system of a starvation driven type. We investigate
the linear stability of homogeneous equilibria of those systems and
rule out the possibility of cross-diffusion induced instability (Turing
instability). Numerical simulations are included which are compatible
with the theoretical results.
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1 Introduction

1.1 Problem setting

We consider a semilinear reaction-diffusion system that models a competition dy-
namics when two species have partially different diets. The population densities of
the two species are denoted by u = u(t,z) and v = v(¢,x). The species u has a
more diverse diet and is divided into two substates u, = uy(t, z) and up = up(t, )
so that u = u, + up. The system is parametrized by a small parameter € > 0 and
written as

O, = do AUE + fo(us) + —Q(ug, ug, v°), in (0,400) x Q,
1
€

™ | =

ous = dpAug + fr(uf, v°) — =Q(ug, ug, v°), in (0,4+00) x Q, (1.1)
0" = d, Av® + f (uj, v°), in (0,+00) x Q,

where Q ¢ RN, N > 1, is a bounded domain with a smooth boundary, and d,, d,
and d, are diffusivities for the three populations. The unknown solutions depend



on the parameter € and we denote it explicitly if needed. The above system is
complemented with nonnegative initial data

uS(0,z) = u™(z), ui(0,z) =u"(z), 0°(0,z)=v"(z), z€Q, (1.2)
and zero flux boundary conditions,
d,Vui, -0 =dpyVug -0 =d,Vv* -0 =0, on (0,+00) x 09, (1.3)

where ¢ denotes the outward unit normal vector on the boundary 0f2.

In this paper, we explore the effect of diet diversity in a competition context
and show the emergence of cross-diffusion triggered by the different substates u,
and uyp, as € — 0. The competition dynamics is given in the reaction terms. The
reaction terms of order one are given by

Ja(ta) = Nalia (1 - E)

a

fo(up,v) :== nbub(l - ub;_v), (1.4)
fo(up,v) := nvv<1 — ub;—v) ,

where a,b > 0 are carrying capacities supported by two different groups of resources
and 74, mp, and 1, > 0 are the intrinsic growth rates of u,, up, and v, respectively.
The competition of the two species, v and v, is for the resource b. However, the
species u has a diverse diet and can survive by consuming the other resource a
without competition. To model such a competition using a Lotka-Volterra type
system, the species u is divided into two substates u, and w; depending on their
diets. In the above reaction terms, u, takes a logistic equation type reaction, and u
and v take Lotka-Volterra competition equations type reactions as given in (1.4).
Since competition exists only partially for the species u, the competition is weak
for u. However, the species v competes with u for all of its resources and hence the
competition is not weak in general and the competition result may depend on the
parameter € (see Sections 4 and 5).

The individuals of the species u may freely change the type of food depending
on the availability, which is modelled by the fast reaction term of order £ !

éQ(ua,ub,v) :zé [¢<ub;0) ub—w(%) ua} , e>0. (1.5)

. . up + v\ . . N .
In this reaction term, ¢! d)(bT) is the conversion rate for individuals in the

U
state up which switch to the other state u,, and e~ ! 1/)(—“) is the conversion rate
a

in the other direction. The conversion rate (b(“bT'H’) is assumed as a function of the
starvation measure “b; Y for the populations u, and v. If the resource b dwindles or
the population u, + v increases, the resource b becomes scarce relatively, and more
individuals of population w; will convert to u, and consume the other resource a.
Hence, we assume that ¢ is an increasing function of the starvation measure (see [22]
for more discussion on the starvation measure). In the same way, the conversion
rate ¢ is a function of the starvation measure “* for the population u, and is
assumed to be increasing. For this reason, it makes sense to call the conversion
dynamics given by (1.5) a starvation-driven conversion, which eventually results in
the starvation-driven cross-diffusion after taking the limit € — 0 (see [8, 9]). More

specifically, we assume the following starvation-driven conversion hypothesis




(H1) ¢ and % in (1.5) are increasing functions belonging to C1([0, +0)); in addi-
tion, there exist strictly positive constants 6., d¢4, Mg, and My such that,
for all z > 0,

() >0y >0, ¢(x) >0 >0, ¢'(x) <My, and ¢'(x) < My

The main result of the paper is that, as ¢ — 0, the (unique) solution (ug, uj, v®)
of the initial boundary value problem (1.1)—(1.5) converges to a limit (ug,up, v) and
this limit is a weak solution of the reaction cross-diffusion system

{@u = A(dagtq + dpup) + fa(ua) + folup, v), in (0,400) x Q, (1.6)
Opv = dyAv + f(up, v), in (0,400) x €,
where u, and u; are (uniquely) determined by the nonlinear system
Ug +up=u and Q(ug,up,v) =0, (1.7)
complemented by the initial data,
u(0,7) = u'(x) := u™(x) + u(z), ©(0,z)=0v"(z), x€Q, (1.8)
and the zero flux boundary condition,
V(dauq + dyup) -0 =d,Vo-0 =0, in (0,400) x 99. (1.9)

Note that the zero flux boundary conditions in (1.3) are equivalent to the homo-
geneous Neumann boundary conditions,

Vu, -0 =Vuy-0c=Vv° -0 =0, on (0,+00) x 9N

(see [20] for similar diffusion operator for a single species with two phenotypes).
However, after taking the singular limit, we obtain the zero flux boundary conditions
(1.9), but not the homogeneous Neumann boundary conditions.

If d, = dp, the diffusion for the species u given in (1.6) is the homogeneous
linear diffusion. However, the diffusivity of a species usually depends on its food
(or prey) and d, # dp in general. In that case (d, # dp), the diffusion for the total
population in (1.6) contains cross-diffusion dynamics depending on the distribution
of the three populations groups, g, us and v, through the relations in (1.7). This
explains the starvation-driven diffusion for the specific case of the paper, a concept
formally introduced by Cho and Kim [7]. Funaki et al. [18] derived a macroscopic
cross-diffusion model from a system of two phenotypes and a signaling chemical in
the context of chemotaxis.

The proof of the convergence as € — 0 is rigorously obtained via a priori
estimates for ug,u$, and v°. The main tool is the energy (or entropy) functional

E(ug, up, v) ::/th(ua)dx—i—/ﬂhg(ub,v)dx, (1.10)

where

hi(ug) = /O“a w(g) zdz, and ho(up,v):= /0% d)(Zng)zdz. (1.11)
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Notice here that the assumption (H1) implies that h; is positive, increasing, and
convex, and that hs is positive, increasing in both variables, and convex with respect
to the first variable. Therefore, the name entropy for the function given in (1.10)
is justified. We refer to [10] and [15] for the use of such entropies in the context
of triangular cross-diffusion systems (that is, systems in which only one of the two
equations includes a cross-diffusion term). For more general systems, we refer to
[5, 6, 12, 14, 21, 2] among other works.

Then, by invoking the Aubin-Lions Lemma, we pass to the limit along a sub-
sequence and conclude that the limit is a weak solution of (1.6)—(1.9). To use the
energy estimate, we take initial values with bounded energy, which is our second
hypothesis
(H2) ul* € LL(Q), ul* € L (Q), v™ € L (), and E(ull, ui®,v'™) < oco.

Remark 1. Under Hypothesis (H2), the initial data ul™, u}",v'™ for the reaction dif-
fusion system (1.1) do not satisfy a priori the nonlinear equation Q(u®", ui™ v*™) =0
in (1.7). Thus, the appearance of an initial layer is expected (see also Section 5).

We conclude this introduction proposing a formal derivation of (1.1) out of a
microscopic system. We shall consider problems left open here (such as regularity,
uniqueness, stability and long time asymptotic behaviour of the macroscopic solu-
tions) in a forthcoming paper, where a more general class of cross-diffusion system
is analysed.

The rest of the paper is organised as follows. Section 2 is devoted to the state-
ment of the existence result. In Section 3.1, we prove a priori estimates, which are
the preliminary ingredients for the proof of the existence result obtained in Sec-
tion 3.2. The paper concludes with the existence and linear stability analysis of
trivial and non-trivial spatially homogeneous steady states, in Section 4 and Ap-
pendix A, with a particular emphasis put on the coexistence state. Some numerical
tests in Section 5 illustrate the linear stability analysis. The discussion in Section 6
completes the article.

1.2 Formal derivation of the reaction-diffusion system with
fast switching

We explain here how the mesoscopic scale model (1.1) is obtained at a formal level
from a microscopic scale model in which the resources inducing the competition
explicitly appear. Consider

051 = 1[7“181 (1 - 8*1) —P181U1}

1) A
Ois2 = %[Tzsz (1 — %22) — p252Us —PVSQV]
0,0 = Dy AU, + kypysiUy + [@(M)Ug _ \I,(PlUl)Ul} (1.12)
9 So S1

0;Us = Do AUy + kapasaUs — §|:¢(M)UQ B \P(plUl)Ul}

52 S1

0V = Dy AV + kypysaV,

where § > 0 is the microscopic reaction time scale and ¢ is the mesoscopic one (hence
0 <« € < 1). These equations describe the time evolution of a small ecosystem with



two prey population densities (or vegetal resources), s; and sy, and two predator
population densities (or harvesters of the vegetal resources), U and V. Moreover, the
population U is composed of two subpopulations U; and Us depending on the prey
they consume, i.e., s; and so, respectively. The prey species s; follows the logistic
dynamics with a carrying capacity A; and an intrinsic growth rate r;. The predator
species consume a certain amount of preys which is proportional to the prey density
with proportionality factors p1, p2 and py. The harvested prey mass is converted to
the predator mass with conversion rates ki, k2 and ky . The subpopulations U; and
U, convert to each other depending on the availability of the prey. The two functions
® and ¥ are the conversion rates which are respectively increasing functions of the
starvation measures M and p1U1 . The other species V' consumes only the
second prey so. Hence, the active competlmon is only between V' and Us, while U
competes with V' passively (via conversion). Finally, since the dispersal rate of a
predator species usually depends on the nature of its prey, D; # D5 in general.

Remark 2. The expression (1.12) has no diffusion terms for the prey species sy
and so. Since growth is the dominant factor for plant species and their dispersal
is negligible, this is especially relevant when the prey species are vegetal resources.
Mathematically, this choice yields an explicit form in the singular limits 6 — 0, see
(1.13). Adding diffusion terms in the prey species equations could resull in a less
explicit formulas.

The mescoscopic system with fixed £ > 0 is obtained in the limit § — 0. This is
to say that the time-scale for the reaction of the resources s; and s, is much faster
than all other processes. In simple predator-prey models this corresponds to a fast
dynamics of the prey which has been studied more carefully in [30, 24, 28].

In this formal limit § — 0, we find

U
51(7'1*770181 *PlUl)ZO = s1=0 or 51:A1<17p1 1)’
Ay "
and
U. 1%
82{7“2(1_%)—]92[]2_17‘/‘/] =0 = %=0o SQ:AQ(l_%)
, 2

Only the nontrivial case, s; # 0 # s, is meaningful (since s; = 0 and sy = 0
correspond to unstable equilibria), and we obtain two relations

Ui p2Us+pyV. 1o 1
— and ——"—— ==

51 51 1 52 sg A

Therefore, the last three equations in (1.12) turn into

0:Uy = D1AU; + Alk’lplUl(l — %) + é[q)Ug - \IJUl]

T2

1
01Uz = DyAAU; + AgkapaUs (1 — B202E2Y) — — [0 — WU ] (1.13)

OV = Dy AV + AskypyV (1 — 22U2tevl)

T2

where the conversion rates ® and ¥ read as

o — @(g_%) and @:@(r—l—r—l),



and the Lotka-Volterra reaction dynamics of competition type naturally appears.
Now we consider the relationship between the variables in (1.1) and in (1.13).
First, we define
€ ._ e ._ e._Pv
u; = Uy, up :=Us, v°:=—V,
b2
and keep the same diffusivity coefficients

da = Dl, db = .DQ7 dv = DV .

Then, the coefficients in the Lotka-Volterra type competition dynamics, f,, f, and
fuv, are given as

r T
Ne := p1Ai1k1, mp:=poAoks, my:=pyAsky, a:= —1, bi= 2. (1.14)
b1 P2
Finally, the mesoscopic conversion rates are as follows
T9 x T1 x
::@(7 ) ;:\p(f ) 1.15
o) = () wle) = v (T (115)

After replacing variables, coefficients and functions with the above new ones, system
(1.13) becomes our system (1.1).

Remark 3. (i) The conversion rates of the microscopic model, ® and ¥, are func-
tions of the starvation measures W and p151U1 , instead of simply % and
%, in order to take into account the difference in the harvesting rates pa and py .
(i1) The mesoscopic conversion rates ¢ and ¢ in (1.15) are increasing functions,
since ® and U are chosen to be increasing functions. (iii) It is worth noticing that
the carrying capacities a and b for the predator species are proportional to the growth
rates r;’s of the prey species and that the prey carrying capacities A;’s are also in-
volved in deciding ¢ and ¢ (see (1.14) and (1.15)). (iv) The macroscopic system
reduces to the classical Lotka-Volterra system of competition type with linear diffu-
sion, whenever the conversion rates ¢ and v are both constant, (see the discussion

section G).

2 Statement of the main result

Before stating our main result in Theorem 2.2 below, we introduce some notations
that will be used in the sequel, and the definition of the very weak solutions of
(1.6)—(1.9), with the reaction terms in (1.4).

We denote

CE = ([0, +00) x )
= {u =u(t,z): 3T >0s.t. ue C*([0,T) x Q) and suppu € [0,T) x 9}7
and, for all p € [1, +00),

= L

loc

LP

loc

((0,4+0) x Q) == {u =u(t,z) : YT >0,u € LP(QT)},
with Qp = (0,7") x Q. Similarly, for p = +o0,

LS, = L5 ((0,+00) x Q) = {u =u(t,z): VT >0, esssup |u(t,z)| < —l—oo}.
(t,LD)EQT



It is worth noticing here that, due to hypothesis (H1), the function

q(up, u,v) := Q(u — up, up,v) = gb(ubzv)ub — 7,/1(U ;ub>(u —up), (2.1)

defined for (up,u,v) € [0,u] x (0,400) x (0,400), satisfies (for given u > 0,v > 0)

)=o) B () (S5 ) S (5

and
q(07u71})<07 q(u7u7v)>0'

Hence, for any given (u,v) € R?, there exists a unique uj(u, v) € (0, u) zero of ¢, and
thus a unique solution of the nonlinear system (1.7) is well-defined. Furthermore,
the implicit function theorem guarantees the continuity (and even the C* character)
of uj with respect to (u,v).

Definition 2.1. Let Q be a smooth bounded domain of RN, N > 1. Assume u'™ €
LY (), and v'™ € LL(Q) be nonnegative initial densities. We say that the pair of
nonnegative functions (u,v) is a very weak solution of (1.6)—(1.9) over (0, +00) X
Q, with reaction terms (1.4), if the following conditions are satisfied

o (u,v) belongs to L? . x L

loc loc?

e for all test functions &1,& € C2, with V& -0 = V-0 =0 on [0, +00) x 99,
and for uq,up defined as the unique solution of (1.7), a.e. on (0,+00) x €,
it holds

_ /0 o /Q (0460 u dwdt — /Q €10, Yuimdz — /O o /Q A& (dytig + dyuy) dadt

+o0
:/ / &1 (fa(ua) + fo(up,v)) dodt, (2.2)
0 Q

and

/OJFOO/Q(atgg)vd:vdt/952(0,~)vmdxdU/OJrOO/Q N
_ /0 o /Q € fo(up, v) dadt (2.3)

We observe that all terms in (2.2)—(2.3) are well-defined thanks to the as-
sumptions (H2) on the initial densities u'®,v™", to the L? integrability of the sub-
population densities u,, up and to the L> bound for v. Remember that the logistic
structure of the reaction functions f,, fp, f, involves at most quadratic nonlinear-
ities.

Theorem 2.2. Let Q be a smooth bounded domain of RN, N > 1. Assume (H1) and
(H2) on parameters and initial data v, ui™, v'™, respectively. We denote (ug, ug, v°)
the unique global strong (for t > 0) solution of system (1.1)—(1.3) with those ini-
tial data. Then, the triplet (ug,us,v®) converges a.e. (t,x) € (0,+00) X Q (up to
extraction of a subsequence) towards a nonnegative triplet (ugq,up,v), as € — 0.



Moreover, the functions u := u, + up, v satisfy the nonlinear system (1.7), for a.e.
(t,z) € (0,400) x Q, and the following bounds: w € L1(Qr) for ¢ = 2+ 2/N if
N>3,¢g<3ifN=2andqg=3ifN=1;v¢e L>®Qr); |Vu| € L*(Qr); and
for the same previous q, |Vv| € L*(Qr); Oy, 2,v,0v € L(Qr), i,5 = 1,...,N.
Finally, (u,v) is a very weak solution of the macroscopic system (1.6)—(1.9) with
the reaction terms (1.4), in the sense of Definition 2.1.

3 Proof of the main Theorem

We first recall that for any € > 0, there exists a unique global strong (for ¢ > 0)
solution (uf,uf,v®) solution to system (1.1)-(1.3), under the assumption on the
initial data of Theorem 2.2. We refer for example to [13, 29] for obtaining such a
result.

3.1 A priori estimates

In this section we shall obtain a priori estimates on the subpopulation densities
ug, uf, on the total population densities u® := ug + u§ and v, and on Q(ug,us, v°).
More specifically, we take advantage of the triangular structure of the system that
give us a priori estimates on the density v° and its derivatives (see Lemma 3.1). The
reaction functions f, and f, of competition type allow us to control the total mass
Jo uf (t) da, and to get an L?(Q7) estimate on u® (see Lemma 3.2). The latter will be
employed in Lemma 3.3 to obtain estimates on Vu, Vui and Q(ug, uf,v®), through
the use of the energy functional (1.10)—(1.11). In addition, the triplet (ug,ug,v*)
will be shown to have finite energy £(T') as well, for all T > 0.

Hereafter, all constants C and Crp are strictly positive and may depend on €,
the initial data !, u})“, v'", the coefficients in system (1.1), the transition functions
¢, and on T, but never on . They may change also from line to line in the
computations.

Lemma 3.1. Under the hypothesis of Theorem 2.2, the following statements hold:

(i) there exists a constant C' > 0 such that for all e > 0
0% || oo (0,400 x2) < C'5 (3.1)

(i) for all q € (1,400) there exists a constant C(q) > 0 such that, for all € > 0,
T>0andalli,j=1,..,N,

100 [ La(@r) + 11022012 @7y < C@A A+ ugllLar);  (3:2)

(iii) for all g € (1,400) there exist C(q,N) > 0 and C(q) > 0 such that, for all
e>0andallT >0,

IV 20,y < Cla, N1+ [45]% ) + Ca) T (3.3)

Remark 4.
In the sequel, the value of q in (3.2)—(3.3) will be first chosen equal to 2 (see
Lemma 3.2), and then to a different number after Corollary 3.4.



Proof. 1t is easily seen that
0<v(tyz) < K= max{ ||Uin||Loo(Q) : b}, for a.e. (t,z) € (0,+00)x Q. (3.4)

Indeed, by the existence result of strong solution for (1.1), we know that the nonneg-
ativity of v° is preserved in time. Concerning the upper bound in (3.4), it is obtained
by multiplying the equation for v¢ in (1.1) by (v® — K)* := max{0,v° — K} and
integrating over 2, to obtain for all £ > 0,

/Q(ve(t)—K)idxg /Q(vin’E—K)idx:O.

Next, by the maximal regularity property of the heat equation (see [25] and the
references therein), for all ¢ € (1,4+00) there exists a strictly positive constant C,
which only depends on 2 and ¢, such that for all i, =1,..,N,

1000°[| Loz + 102s.0, 0%l L2 () < CUlFo(uf, v9) Lo @py + 0™ L2 ()
< C(l + ||u§HL‘7(QT))’ (35)

so that estimate (3.2) holds. Then, thanks to the Gagliardo-Nirenberg inequality
[27], for all ¢ € (1,400), there exists C(q) > 0, such that, for all ¢ > 0 and
i=1,...N, we have

N
5 e 1/2 £ 1/2 e
10,0 (#)l] 200y < C(@) D 10,0 (8) | ey 10712 0y + CL@) 107 (Bl e o -
j=1
Integrating the above inequality over (0,7) and using (3.1) and (3.5), we get es-

timate (3.3). O

Lemma 3.2. Under the hypothesis of Theorem 2.2, for all T > 0 there exists
Cr > 0 such that for all € > 0 the following estimates hold:

sup /(ui +ug)(t)de < Cr and lug + upll 2,y < Cr- (3.6)
tefo,1] Ja T

Proof. Adding the first two equations in (1.1) and using the positivity of u$, uf, v®,
we get

13 £
00 1) < dothu 4 i i (1= ) s (1- ) 61

1
< doAug + dpAuy + 1 (ana + bmp) - (3.8)

Then, integrating (3.8) over Q, the inequality becomes

pn Q(uZ—I—ui)(t)dng',

implying, for all ¢ in [0, 7], that

lug (8) + ug (D)l 2 ) < lug' + up @) +C T (3.9)



In order to obtain the L?(Qr) estimate for ué +ug, we integrate inequality (3.7)
first over Q and then over (0,t), for ¢ € (0,7, to obtain

/(ug +uf)(t) dar + ”—“/ (uS)’ da di + @/ ()’ da dt
Q a Ja, b Qy

< lug' +uy' [ i) + Cllug + w3l r) -
The second estimate in (3.6) follows, using the first one. O

Lemma 3.3. Under the hypothesis of Theorem 2.2, for oll T > 0, there exists
Cr > 0 such that, for all e > 0, the global solution of (1.1) satisfies

€ ,,€ € 5 1 €
€ (ug uyy v )(T) + VUi 2oy + 1VUilTa(0p) + ZIQG, up, v*
<Cr.

Mz ()
(3.10)

Proof. We shall analyse the evolution of £, along the trajectories of the solution of
(1.1). Thus, from the first equation in (1.1) and assumption (H1), we have

%/th(ui)dx:A(@mi)uizﬁ(%ﬁ)d
() ()
+/ngfa(ug)¢(%) dx+§/ 2 (e )Qedm (3.11)
< —dus, /Q IVl 2 da

+0/Q(u3)2(1 )]l{us<a}dx+ /z/)( )di:c

Concerning the second term in the energy (1.10), we see that

%/ ha(ug, v®) dz
Q
€ € UE+UE € € € .
:/(6tub)ub¢( b 5 )dx—i—/(&gv )Ouha(ug, v®) dx (3.12)
Q Q
= I +1

Using the second equation in (1.1), I; rewrites as follows
€ 154
Il<_db/|vuz|2|:¢<ub+v) Ub¢(ub+'l} >:| d
Q b b
fdb/ %QZ)’ <ub+v >Vui'Vvde
Qb b
3 €
+ C/ (uf)? (1 b ZU ) Lgus yoe<py do
Q

1
<2 e () @

10

(3.13)




On the other hand, observing that

avhg(ub,v):/o 7¢ (‘””) dz = upd (“”‘L”)—/(Jubgﬁ(szr”) dz, (3.14)

the positivity of ¢’ implies that 9,hs is positive and

/ Buha (5, v%) fo (15, 7 dx
Q

uy + v°
< My L th2(uiﬂv6) v° <1 — b ) ]l{u§+v5§b} dx

up 0%\ . uy + v°
/ b¢< b >U (1— b b )]l{u§+va§b}dx.

Therefore, we obtain

I, < —dv/ Opwha (uf, v°) |Vv5\2d;v—dv/ vy P2 (ug, v°) Vu§ - Vo dx
Q Q

u; —|—1} uy + v°

Computing from (3.14)

(3.15)

Doy ha (u, v) = ¢ (“"*“) :

and plugging estimates (3.13) and (3.15) into (3.12), we end up with the estimate
d € €
[ atugoryae < —ai [ fo(B0) + B ()] 9l ao
dt o b
fdv/ Duoha(u, v°)| Vo< |? da
Q
ub ub + v° € €
— (dp + dy) g Vug - V& dx
uy + v°
+ C/Q (u§)2 <]. _ b b ) ]l{ui-l—'uigb} dl’
uy Jr v® . uy + v
1 ug + v°
5 / Uy, ¢ ( b ) Qs dr .

Next, using the positivity of ¢’ again, we estimate the third term in (3.16) with a
weight 7 > 0 as

- (db+dv)/ U ¢’ (ub o >Vu§-Vv5dx

< (db+dv)2/ % g (“b“’ )|v |2 da +d”2+nd /“bqs (“”” )|Vv5|2dm.

(3.16)

11



Thus, choosing 7 € (0,2dy(dy + dy) ™), gives C(n) := (dp — (dp + dy) %) > 0, and
inequality (3.16) becomes

d

pn h2(ub, #)dx < db§¢/|Vub|2dxf /8vvh2(u§,v5)\V1}E|2dx
Q

—cn [ e (BT 1vuiP i

+ (db+dv)/ ub ¢ <ub+v )|V’U€|2d.’ﬂ
21 Q

Jrc,l/ b¢<ub+v ) O dx .

Finally, by assumption (H1), the derivative
up +v Up +v v
o () () 2 6)
wAv T (g 4 v , 2\ | dz
[ )26

u
|am,h2(Ub,’U)‘ S 2M¢’?b .

(3.17)

avv h2 (ubv ’U)

satisfies

Therefore, adding (3.11) and (3.17), and using the boundedness of ¢’ again, we
arrive at the following estimate for the time derivative of the energy

G030, (0) < ~didy [ Vi do - dd, [ [Vl do
Q

—Cn )/ U g (“b” >|Vui|2dx (3.18)
Q
+ Ol + 2 90 gy — £ [ (@)% +C.

Integrating in time over [0, T the latter inequality, estimate (3.10) is proved by the
means of Lemma 3.1 (with ¢ = 2), Lemma 3.2 and the boundedness of the initial
energy. O

We conclude this section by giving improved estimates from interpolation ar-
guments.

Corollary 3.4. Under the hypothesis of Theorem 2.2, for all T > 0, the following
estimates hold:

lug +usll, <Cr, (3.19)

2 (0,7 HY(2))

and
lug + upllLacer) < Cr, (3.20)

where

_ {2+2/N if N> 2, (3.21)

3, if N=1.
and g < 3 if N =2.
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Proof. The following argument is performed for the subpopulation «. It can be
applied similarly to uj and thus to ug + ug.

Lemma 3.2 and 3.3 give that u¢ is bounded in L?([0,T]; H*(Q)). Thus, by the
Sobolev embedding theorem, we have that uZ is bounded in L?([0,T]; LN (),
with N* = 2N if N > 2, N* € [2,400) if N = 2 and N* = oo if N = 1. Since we

N-2
also know that ug is bounded in L>([0,T]; L'(Q)), by interpolation we obtain that
ug is bounded in L(Qyr), with ¢ as in (3.21). O

Remark 5. At this point, using Lemma 3.1 again, we see that 0;v¢ and VVve are
bounded in L1(Qr).

3.2 End of the proof of the main result

End of the proof of Theorem 2.2. The proof is divided in four steps and uses com-
pactness to identify limits along subsequences. The first and the second one focus
on the identification of the limit (as € — 0) of the densities v® and u® = uf + uj,
a.e. in [0, 7] x Q, respectively. In the third step we obtain the a.e. convergence of
the subpopulation densities u,, uj and we identify the obtained limit as the unique
solution of the nonlinear system (1.7). The convergence argument is also extended
globally in time by a diagonal argument. Finally, the proof is concluded in the
fourth step, taking the limit as € tends to zero, in the very weak formulation of the
system satisfied by u® = uf + uj and v°.

First step. Let T > 0 be arbitrarily fixed. Thanks to the control of the density
v® given in Lemma 3.1 and to the boundedness of uS + uf in L?(27) obtained
in Lemma 3.2, we have that (v¥). is bounded in L*([0,T]; W14(Q)) and (9;v°).
is bounded in L2([0,T]; L?>(Q2)). Therefore, by applying Rellich’s Theorem, there
exists a subsequence, still denoted v¢, and v € L*(27) such that, as ¢ — 0,

v (t,x) — v(t, x), a.e. on [0,T] x Q. (3.22)

Moreover,
Vv = Vo in L*(Q7), (3.23)
and due to Lemma 3.1 again, v is nonnegative and belongs to L>(Q7), while Vv

lies in L*(Qr).

Second step. We rewrite the parabolic equation satisfied by the density u® = uj +uj
as

Opu® = A(dgul, + dpug) + fo(ul) + folug,v%). (3.24)

Thanks to Corollary 3.4, we see that (uf). is uniformly bounded in L2([0,T]; H(9))
and in L?t2%(Q7) for some & > 0, so that the reaction term in (3.24) is uniformly
bounded in L'*9(Q7). Then (9;(uS + u§)). is uniformly bounded in
LY0([0,T); W=11+9(Q)). Thus, Aubin-Lions’ lemma (cf. [26]) yields a subsequence
(still denoted u¢), and a function u > 0, u € L?(Qr), such that, as e — 0,

ut(t,z) = u (b, x) + ug(t, ) — u(t, ), a. e. in Qp, (3.25)
where the nonnegativity of w follows from that of u°. Furthermore,

Vu® = Vu  in L*(Qr), (3.26)
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and
l[wll 2 Qr) — Eh—% (| ug + ug ||L2(QT) < Cr,
”Vu ”L2 (Q7) < hgionf H Vu® ||L2(QT) < CT-

Third step. The energy estimate (3.10) yields the estimate

o)t v (%)

Therefore, Q(ug, us, v°) converges to zero in L?(Q7), as € — 0, and (up to extraction
of a subsequence)

< \eCr. (3.27)

L2(Qr)

(> g g
¢(“b;’” )ub —¢<%)u2 0, ae. in Qp. (3.28)
It remains to prove the existence of the a.e. limit of subsequences of (ug)., (uf).
and to obtain that this limit is, a.e. over Qp, the unique solution of (1.7), corres-
ponding to the functions v and v obtained in (3.25) and (3.22), respectively.
Let us denote (u}(u,v),u;(u,v)) the unique solution of (1.7). Then, using the
function ¢ defined in (2.1), we get

Q(ug, up, v°) = Q(ug, uy, v°) — Qug (u®, v%), uy (u®, v), v%)
= q(ug, u®,v%) — q(uy (u®,v%), u®,v°)

= ubq(C?usavs) (ule) - u?)((us7 UE)) )

for some intermediate value ¢ between uj and uj(u®,v®). Hence by hypothesis (H1)
we obtain

Q(ug, 45, 0%)] = (89 + 8§, — uf (u?, 7).

Thus by (3.28), |uj — uf(u®,v°)] = 0 as € — 0, a.e. in Qp. Finally, the proved
convergence (3.25) and (3.22) and the continuity of u} with respect to its arguments,
yields the desired result, i.e.,

up = up(u,v), u =u® —up = ui(u,v), £—0, a.e. in Qr.

To conclude, let us remark that all the a.e. convergence results obtained so far
have been performed on [0, T}, for any arbitrary T > 0. Since (ug, u,v) is defined
on [0, +00), by extracting subsequences, these arguments can be replicated in the
time intervals [0, 277, [0,37], and so on. Then by Cantor’s diagonal argument, the
convergences (3.22), (3.25) and (3.28), and the convergence of the pair (ug,u;) to-
wards the solution of (1.7) are verified a.e. in (0, +00) x Q.

Fourth step. We shall prove now that (u,v) is a weak solution of (1.6), in the sense
of Definition 2.1. For this purpose, let us consider two test functions £;, &, in C2,
satisfying V& -0 = V& -0 = 0, on [0, T] x 2. Multiplying the equation satisfied by
uf +uj by &1 and the third equation of (1.1) by & and integrating over (0, 4+00) x €,
we get,

- / / (0461) (us, + uf) da dit — / £1(0) (u* + u™) do =
0 Q Q

b . (3.29)
/ /Afl(dau3+dbu§)dxdt+/ /gl(fa(uz)+fb(u§,u8))dxdt,
0 Q 0 Q
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and

—/OOO/Q(atgg)Udedt—/Qgg(o) V™ dr =
dv/OOO/Q Afgvsdxdt—i—/ooo/ﬂ§2fv(ui7v5)dxdt.

Concerning the equation (3.29), the convergence results obtained in the previous
steps and the estimates in (3.6) allow us to pass to the limit as ¢ — 0, in all the terms
of the equation, using Lebesgue’s dominated convergence theorem, thus obtaining
(2.2).

The same conclusion holds for equation (3.30). Indeed, the boundedness of v°
and its convergence (3.22), together with the estimates in (3.6), allow us to pass to
the limit in all terms of (3.30), using Lebesgue’s dominated convergence theorem
again, thus obtaining (2.3). The proof of Theorem 2.2 is now completed. O

(3.30)

4 Linear stability analysis

In this section, we investigate the linear stability of spatially homogeneous steady
states of the macroscopic system (1.6)—(1.9), with reaction and fast reaction func-
tions given by (1.4) and (1.5), respectively. We shall also see the relationship
between the linear stability of the coexistence steady state at the mesoscopic and
macroscopic scale, as € — 0.

Let ¢ and ¢ be conversion rates satisfying assumption (H1). We introduce the
following few notations for later use,

Pr=9(1), =91,

and the parameter providing a criterion for the linear stability (see Theorem 4.1
and Proposition 4.2),
a=—-=>0. 4.1
o D (4.1)
The pair (u,7) € ]R%r is a spatially homogeneous steady state of the macroscopic
system if and only if @ = 4, + 4 and the triplet (4, 4y, 0) satisfy the nonlinear
system
fa(ﬂa) + fb(aba ’(7) = fv(ﬂbv 17) = Q(ﬂaa Up, 77) =0. (42)
Extinction of u. From Q(%,, 4y, ) = 0 and the strict positivity of ¢ and 1, we
see that @, = 0 if and only if 4, = 0: no extinction of a single subpopulation of the
species u is admitted. Thus, for @, = 4, = 0, we obtain the trivial and semi-trivial
steady states
(’1]1, 771) = (O, 0) and (’(7,27 ’(72) = (0, b) R (43)

corresponding to the total extinction of the two species in the ecosystem and to a
partial extinction, respectively.

Survival of u and extinction of v. The other steady states with @, # 0 and
up # 0 are of main interest. The first case is with ¥ = 0. Denoting @, = Aa and
iy = o b, for A\, o > 0, system (4.2) reduces to

AY(A)

b
Nea A1 —=X)+mbo(l—0) =0, 6(0) = (4.4)
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Such a semi-trivial state always exists but the uniqueness is non-trivial. Indeed, the
second equation in (4.4) can be written equivalently as

00(0) _ M)

o1 1

Due to assumption (H1), the functions A(X) := Ap(A\) /91 and X(o) := od(0)/P1
are strictly increasing functions from 0 to +o0o. Hence, for every A > 0 there exists
a unique o(\) > 0 solving (4.5) and given by

(4.5)

o(\) = 71 (aA(N)). (4.6)

Plugging (4.6) into the left hand side equation in (4.4), the stationary states cor-
respond to the zeros of the function F' below

F(A) = naa A1 = A) + mbo(A)(1 — a(N)). (4.7)

Furthermore, by the competition structure, it follows that F' is positive for small
enough A and F'(\) - —o0 as A — +o0. Thus, the macroscopic system (1.4)—(1.7)
admits at least one semi-trivial equilibrium

(ts3,73) = (a\ + bo,0), (4.8)

solution of system (4.4), with ¢ = o(\) uniquely determined by (4.6). Moreover, if
the equilibrium is unique, F is decreasing around the corresponding A, i.e. F'(\) < 0.

In general it is possible to have several semi-trivial states of type (4.8). As an
example, take

a=b=1 1n,=02, m=1, o¢=1, ()= (4.9)

0.1 ifz <1.6,
0.3 otherwise.

The corresponding F'()) is shown in Figure 1, from where we see that there exist
three semi-trivial states.

0.2 - -
—  01-
/<
N~— 0 o
~ —0.1 -
—-0.2 - | | | r
0 0.5 1 1.5 2

Figure 1: Reaction term F'()\) for the example (4.9).

We will discuss the uniqueness issue in Proposition 4.2, where a sufficient condi-
tion for uniqueness of (4.8) is given, and Proposition 4.3, where we exhibit a family
of conversion rates functions ¢, ¢ for which uniqueness of (4.8) holds true.

Coexistence of u and v. Finally, if @, # 0, ay # 0, v # 0, from f,(uy,7) =0
we get 4y + v = b and thus 4, = a. Then, from Q(u,,up,v) = 0 and the definition
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of « it follows that @, = ba. Therefore, system (4.2) has a unique totally nontrivial
solution given by
(tig,04) = (a + ba,b(1 — ), (4.10)

provided that a < 1.

We shall see in the following subsection (see Theorem 4.1) that the stationary
states (4.3) are unstable, so that the total extinction of the species u never occurs.
The species u always survives and its coexistence with the species v is conditioned
by the switching strategy that the subpopulations u, and u;, adopt when both
resources run out, quantified through the parameter «. Indeed, the coexistence
occurs if the switch from the state u, to the state u, is faster than the opposite
switch, i.e. & < 1. On the other hand, v goes extinct only if o > 1.

The relationship between the linear stability of the mesoscopic and macroscopic
coexistence steady states, as € — 0, is seen in Subsection /.3.

4.1 Linear stability analysis for the cross-diffusion system
Let us consider the partial starvation measures

a=tesg =Wy 5o
a

€{0,1 -0},

S| <2

so that each of the above steady states can be identified with the triplet (A, o, 0)
and written as -
P = (u,v) = (Aa+ ob,db) . (4.11)

Linearizing around P the ODEs system associated to (1.4)-(1.7), in the sense
of small perturbation 7, |7| < 1, i.e.

Uy = Ug +TU, and up =1up+ 71U

U= Ug + up = (Ug + Up) + 7(Ug + Up) = 0+ T4, (4.12)

V=104 T0,

we obtain
{u = a(1 — 2\ + my(1 — 20 — 8)ay, — 10 &+ o(1), (413)
0= —n,0Up +n,(1 — 0 —26)0+ o(1).
Moreover, from the linearization of Q(u,,up,v) around (ug, up, ), we have
01Q U + 02Q iy, + 03Q ¥ + 0(1) = 0, (4.14)

where 9;Q = 9;Q (i, Uy, v) and

Q= —p(\) = ' (\) = —B(N) <0,
02Q = ¢(0 +6) + Ud) (0’ 0) =:v(c,0) >0, (4.15)
03Q = 0¢/ (0 + 6) =: 0(0,0) > 0.

Using @ = g + Up, from (4.14) we obtain 4, and 4y in terms of & and ¥ as follows
- 1 _ 1 - - 1 .1 -
Ug = —(0,0)u+—0(c,0) v+ 0(1), p=—PBAN)t——-0(c,0)0+0(1), (4.16)
T r r r
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where 7 = 7()\,0,6) = 02Q — 1Q = B(\) + v(0,6) > 0. Thus, system (4.13)
becomes

[STENJ

W= M+ o(1), w::( )
and the matrix M = M (P) has the following entries
5 Na My
Mu(P)=-~(1=2M)7(0,0) + - ~(1 =20 = 3)6(}),

Mys(P) = n—a(l —2)\)0(o,9) — @(1 —20 —96)0(0,0) — myo,
" " (4.17)

Moy (P) = %5 0(c,6) + nu(1 — o — 26).

Next, for u, and u; as in (4.12), using (4.16) again, the linearization of the
cross-diffusion operator in (1.6) reads as

A(dgtiq + dyup) = T(dﬂ(”’ I db@) Adi+ 7(dy — d) 22D NG+ o(r),
and the linearized cross-diffusion macroscopic system writes
o = JAD + Mw + o(1), V(@ +o(1)) -0 =0, (4.18)
with
 [da G S (do — dy) 422
J = 0 0 1 .

The homogeneous (up to a o(1) term) Neumann boundary conditions for @ in (4.18)
follow by the no flux boundary condition (1.9) and (4.16).

Neglecting the o(1) terms, the stability of the linearized system (4.18) can be
analysed decomposing w(t, z) as

W(t,x) =Y () en()
neN

where (e, )nen is the orthogonal eigenbasis of —A on © with Neumann boundary
conditions. Denoting 0 = \g < A\ < .-+ < A\, < --- the corresponding eigenvalues,
the projection coefficients 1w, () evolve independently according the equations

Oy, (t) = (= And + M)w,(t),  n€N.

Thus, for the stability analysis it suffices to consider the stability of the matrix
N, ==X\, J + M, i.e.

v _ [ (dayFdbf)An + My =3 (da = dp)0 An + M (419)
" M21 _dv>\n + M22 7 '

Theorem 4.1. Let 1 and ¢ be conversion rates satisfying assumption (H1) and
a > 0 defined as in (4.1). Then, the following holds true.
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(i) The trivial and semi-trivial steady states (ty,v1) = (0,0) and (42, 02) = (0,b)
are linearly unstable.

(i) The family of semi-trivial steady states (us,U3) = (aX + bo,0) satisfies
c=A=1, ifa=1, (4.20)

11 b
0<o<l<A<s+o4 |1+ ac<l, (4.21)
2 2 ang

and the swapped relation

1 1 ang
0<A<l1 —+ -, /1
<A< <<r<2+2 +bnb’

ifa>1. (4.22)

Furthermore, they are linearly unstable if « < 1, and if a > 1, they are
linearly stable if and only if the function F in (4.7) is strictly decreasing
around A, i.e. F'(X\) < 0.

(#ii) If a < 1, there exists a unique strictly positive steady state given by (g, Us) =
(a+ba,b(1 — ) and it is linearly stable.

Proof. (i) From (4.17) and (4.15), we have

[ 1a8(0) + 73 (0) atem O
M 0,0 :d T N N v d M 07b - ., 9
00 =diog{ Loy oy e MOD lw’?ﬁé% e

implying that the steady states (0,0) and (0,b) are linearly unstable, both for the
macroscopic system and for the associated diffusion-less one, because of the zero
eigenvalue of the Laplacian.

(#) In order to proceed with the investigation of the family of steady states
(t3,73) = (a\+bo,0), let us observe that from the first equation in (4.4), we have

(I1-XMN(1-0)<0 or A=0c=1. (4.23)

Thus, according to the value of «, we get from (4.5): if @ > 1, then A € (0,1) and

o>1,ie 4, <aand @ > b; if « <1, then A > 1 and o € (0,1), i.e. 4, > a and

up < by if =1, then A = ¢ = 1 giving the optimal selection case @, = a, Uy = b.
Next, let us rewrite the left equation in (4.4) as

Na®
Meb
If a > 1,as A € (0,1), it follows that K(3) < K(A) < 0 and o is upper bounded by

the positive root of the above equation with A = % Hence, (4.22) follows. If o < 1,
swapping the role between A and o, we obtain (4.21).

Furthermore, the entries (4.17) of the matrix M (

o(l—o0)=

AN = 1) = K()). (4.24)

= M(aX + bo,0) are now

Miy(P) = na(1 = 2X) 2 +3,(1 - 20)

Mig(P) = (na(1 = 2X) = m(1 = 20)) =~ =m0,

S|l | —
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As Ms; = 0, the steady state is linearly stable for the diffusionless macroscopic
system if and only if M;; < 0 and Msy < 0. Hence, 0 > 1 is a necessary condition
for the linear stability, and it holds only if o > 1.

In the case a = 1, giving the optimal selection case A = ¢ = 1, M(a + b,0)
has a zero eigenvalue, so that the equilibrium is a non hyperbolic equilibrium.
The contribution of the cross-diffusion term does not change the nature of the
equilibrium because of the zero eigenvalue of the Laplacian.

Let o > 1. The steady states under consideration satisfy Q(Aa,c(\)b,0) = 0,
where () is defined in (4.6). Taking the derivative with respect to A and using
(4.15), we obtain

ad1Q(Aa,a(\)b,0) + b’ (N\)Q(Na,a(N)b,0) = —B(N)a + v(a(N),0)bo’(N) =0.
Thus

’ _a B(A)
7N =m0
Plugging ¢’(\) into the derivative of F
F'(X) = nga(l = 2X) + b o’ (A)(1 = 20(N)) , (4.25)
we now find
vy BA) __a 5
F'(\) = nea(l — 2)) + nbam(l —20(\)) = NEIV) r My (P).

Hence, M;; is negative if and only if F’()) is negative, which implies (ii) for the
diffusionless macroscopic system and for the cross-diffusion one.

(#i) Let o < 1. Since now (A, 0,6) = (1,,1 — ), from (4.17), we have

o L [ney + maf Na0 + myou(r — 0)
M == 4.2
@) ==Zlni-a8  n(l-a)r—0) (4.26)
Asr—60>0, it holds
trM < 0. (4.27)

By r=p04~vand v — 0 = ¢, we have

(1l —
det M = LQ) [(%7 +mpaB)(r — 0) — n.08 — mpaB(r — 0)]
" (1 - a) (1—a) (4.28)
aTlv\l — & oMol —
= J 2 (- ) - 98] = g > 0,
i.e. the equilibrium (@4, 4) is stable for the diffusionless macroscopic system.
The expression form (4.26) for M implies for N,,, n € N, by (4.19), that

tr N, <0,
and
det N,, = AX2 + B\, + C,

with

A= de >0,

do — dp)0 doy +d
B = %Mm _ MMQQ —dy M, (4.29)
C :=det M > 0.
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Furthermore, using the definition of r and the strict negativity of all the entries of
M (4, 74), we find for B in (4.29)

7]119/6(1 — a)

- + (dory + dbﬁ)w

B=—(d, — dy) =

—dy My

v 1-—
_ 7 (T2 a)(_ da08 + dary = daby + dyrB) — dy My

v 1-
= M(da% +dpf3) — dy M1 >0,

which implies that det N,, > 0, for all n € N. Therefore, the equilibrium (a4, 74)
remains linearly stable by adding the cross-diffusion terms. O

4.2 Uniqueness of semi-trivial states with extinction of v

One possibility to ensure uniqueness of the steady state (a3, v3) = (aA+bo,0) is to
impose, in the case o > 1, that the net flux of the individuals of the species u goes
from the state up to the state u,, when the population u; reached the capacity of its
resource and the population u, has only halved the capacity of its resource. When
a < 1, the opposite switching mechanism has to be imposed. A precise version is
the following.

Proposition 4.2. Consider A(X) = Mp(N) /1 and X(0) = o¢(0)/d1, with ¢,
satisfying assumption (H1). Assume that

ah(1/2) <1,  if  a>1, (4.30)

and
a”'¥(1/2) <1, if a<l. (4.31)

Then, there exists a unique solution of (4.4). Furthermore, the corresponding steady
state (4.8) is linearly stable if « > 1, and unstable if a < 1.

Proof. Let a > 1. For the proof recall the function A — o(A) from (4.6). Then,
o(0) = 0, while the increasing behaviour of A and ¥ together with condition (4.30)
imply that, for A € (0,1/2],

o(\) <2 HaA(1/2) <27 1) =1.

Hence, for A € (0,1/2], the function F' from (4.7) is strictly positive.

Now, let A be the smallest zero of F, so that (aX+ba (), 0) is one of the steady
states under consideration. By the above argument A > 1/2, and by Theorem 4.1,
« > 1 implies that o(A\) > 1. Therefore, the monotonicity of A — o()\) again implies
that o(\) > 1, for any A > .

Finally, we find from (4.25) that F’(\) < 0, for all A > . Hence there exists a
unique stationary state and the claimed stability follows from Theorem 4.1.

The case a < 1 follows changing the role between the variables A and o and
between the functions A and ¥, i.e. defining A\(0) := A~} (a"1¥(0)) and analyzing
the behaviour of G(o) := naX(o)(1 — A(0)) + mbo (1l — o), instead of F(\). The
claimed instability follows again by Theorem 4.1. O
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Conditions (4.30) and (4.31) can be rephrased in terms of the ratio 3, respect-

ively as s
2%(3) ﬂ and — < -< .
b1 b1 o1 a T 59(3)
They are not necessary conditions. Indeed, we provide below a family of conver-
sion rates v, ¢, for which the uniqueness of the stationary states (4.8) holds true,
whatever is % For that family of conversion rates, some numerical test are shown
in Section 5.

Since the population densities u, and u;, are of the same species, it is natural to
expect that the conversion dynamics from u, to u; is similar to that from w to u,.
So, in order to be consistent with the modelling considerations in Subsection 1.2,
(see (1.15)), we choose

Y1 b 1

b
<2
a

<

Y(z) =wid(wez), w1 >0,w2 >0, (4.32)
and we prove the following.
Proposition 4.3. Consider v as in (4.32) and

d(x) = b1z + b5, 61 >0,0,>0, (4.33)

Then there exists a unique stationary state (ugz,v3) = (aX + bo,0). It is linearly
stable z'fg < w1d(w2)/¢1, and unstable otherwise.

Proof. Let o(\) be as in (4.6). As observed previously, the stationary states (4.8)
corresponds to the zeros of the function F(A) in (4.7). Taking the second derivative
of F, gives

F'(\) =bm[0"(A) = 2(c"(N)* = 20(A)a” (N)] — 2an, . (4.34)

By (4.33) and (4.32), we have

op(o) =, - - 601
=00°+(1—-0)o, 0= ——+,
¢1 o+ o 01 + 02
and V) 0
o4 (1-@), @=-—22
7/)1 “ * ( W) ’ “ LUQ91 + 92
Hence, equation (4.5) reads as
05%(\) + (1 = 0)a(\) = a[wA? + (1 — @)\ = W(N), (4.35)
and _
W=21 5 -2 aawo
TV T '

Furthermore, deriving twice (4.35) with respect to A, we obtain the identity

2(0’'(\)? + 20(\)o” (\) = 202 + (1 —

; o' (N).

S~

Plugging the latter into (4.34), we end up with

F/0) = "2 (3) ~ (202bm, + 2am,).
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Finally, observing that W2 — 2W W" = o?(1 — ©)?, we compute

a’(\) =

( W'\ )’ W0 — 1)+ 40 W] — 200"
[(0—1)2+40W N2/ (0 —1)2 +40W)3
200(0 —1)2 = 20(W"? — 2W W)

= — — =2«
(0 —1)2+40W]z2

o(1—0)? — af(1 — ©)?
[(6—1)2+40W(N)]5

If ©(1 —0)? — af(1 — @)% < 0, the function F is strictly concave and therefore
has a unique zero. If @(1 — 0)2 — af(1 — @)? > 0, then ¢”()\) is a strictly positive
decreasing function that converge to 0 as A — +o00, and consequently F' has at
most one inflection point and a unique zero. Moreover, F is decreasing around its
unique zero. So that it gives a stable stationary point if o > 1. O

4.3 Linear stability analysis for the mesoscopic system

A triple (@, 4y, 7%) is a homogeneous stationary solutions of the mesoscopic scale
problem (1.1) if and only if

1 1
fa('aZ) + gQ(ﬂZ,ﬂi,T}s) = fb(ai)ﬁs) - EQ(ﬂivﬁZﬁg) = fv(algyv'vg) =0.

If ¥° = 0, then either u; = uj = 0, which gives the totally trivial steady state
corresponding to the trivial macroscopic one (41, 01), or @ # 0 and 4 # 0. In the

7€ €

second case the triplet (4, uf,0) satisfies the system

i 1 7€ 7€

nats (1 — =2) + = [6(2) @ — (=) ;] =0,
7€ 1 7€ i

moits (1 — 52) = —[6() 7 — (=) ;] =0,

it can be non unique, as in the macroscopic case, and it converges to a macroscopic
equilibrium (@3, ¥3), in the limit ¢ — 0.

If o° # 0, then from f,(up,v) = 0 we have @ + 9 = b. Hence, for all ¢ > 0,
fo(ag, v°) = Q(ag, uf, v°) = 0 and we obtain the two stationary states (a5, us,v°) =
(0,0,b) and

(uS,up,v%) = (a,ba, b(l — a)), (4.36)
provided that a < 1. These equilibria do not depend on £ > 0, so that we shall drop
the € exponent in the sequel. In the limit € — 0, they correspond to the linearly
unstable equilibrium (s, U2) and to the positive linearly stable equilibrium (g4, 04),
respectively.

Hereafter, we focus on the totally nontrivial spatially homogeneous steady
(4.36), and we see that, for all € > 0, it is also stable for the mesoscopic system
(1.1) and the corresponding ODEs system. Indeed, setting

Ul = Ug + TU, up = up + Uy, v® =T+ T0%, 7| < 1,
the linearization of (1.1) around (@, 4, ¥) writes as

Oy = diag{da, dp, dy }AG* + M=0° + o(1), 0° = (S, a5, )
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with

it L01Q 10:Q 20Q
ME = ~10,Q —mya — 10,Q —ma = £05Q
0 (1 — ) —y(1 — )

Again, we need to analyse the stability of the matrix M¢ above and N/ below

NZ = —Andiag{da; db’ dU} + ME’

i.e.
—dAn — 0+ 101Q £0:Q 20:Q
N; = -10:Q —dyAn — 10 — 102Q —ma — :95Q
0 (1 — ) —dyAn — (1 — )

For that, we apply the Routh-Hurwitz criterion [19] and we obtain the result below,
proved in Appendix A.

Proposition 4.4. Under the assumption o < 1, for all € > 0 and X\, > 0, the
matrices M*® and N are stable, i.e. all their eigenvalues have negative real part.

To complete the analysis, we shall see below how the previous linear stability
property is preserved in the limit as € — 0. Indeed, two eigenvalues of N converge
to those of N, in (4.19), while the third one goes to —oo.

Let us denote

DE(M) = N;_L - /1]3,

where I3 stands for the 3 x 3 identity matrix. The goal of the computations below
is to compute |D¢| = det D¢ (u), (see also [20]).
First, adding the second row of D® to the first one, we get

—(daAn + o + 1) —(dy A + Mo+ 1) —1p
|D*| = —101Q —(dpAn + M0 4 p) — 20:Q —mpa — 293Q
0 —1,(1 — @) —(dv)\n+nv(l—a)+u)

Recalling from (4.15) that r = 9,Q — 01Q and 93Q = o ¢' (0 +6), we find for 0 = «
and § = 1 — « that
g

/

9Q + (01Q — 52@)71 =0.
Adding to the third column the difference between the first and the second column,
both multiplied by a%)l, we thus obtain

—(dgAn + 10 + 1) —(dpAp +mpox + 1) Nio
|De| = -10,Q —(dpAn + o+ p) — 10:Q daz |,
0 (1 — @) Nao —
with N;; the entries of the matrix N,, in (4.19) and

agl

r

dog = (dpAn + mpa + 1) — .
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Furthermore, as by (4.15) it follows

N Q(agy + ¢1) + QB8 =0,

adding the second column, multiplied by g, to the first one, multiplied by M,
we get
Nip—p —(dpAn + My + 1) Niz
ENT. -
(1- ;)|D | = |~ (dpAn + mpa + )2 —(dp A + M+ p) — 10:Q das
Noy —1y(1 =) Nag — p

Finally, subtracting the first column to the second one, multiplied by g, we have

Nip—p di2 Nio
Sa-Dpr =] L1800 dyw |0 (437)
Ny 0 Nog —

with
dig := M(l - é) — (dpAn + nba)é — N,

doy := —(dpAy +mpax + M)g .

Thus, (4.37) rewrites as

Sa-Bprwi=-2s(-2

r

) det(No — i Io) + R(n),

where

R =21

r

s
- ;) 1+ ),
with p(u) a polynomial function of degree two that does not depend on e. Con-
sequently

’I"2

ml’(ﬂ) ) (4.38)

r
D ()| = —p* = = det(Ny = I2) +

with
det(N,, — pIy) = pi* — (tr Ny, )y + det N, . (4.39)

Let v;, ¢ = 1,2 denote the eigenvalues of V,, and let i denote the eigenvalues
of Ng, i = 1,2,3. It has been shown that R(vy;) < 0 and R(u5) < 0. Moreover,

observe that u$ is a root of (4.38) if and only if it is a root of

’1"2

30— 7) 5)19(#) :

Plugging in (4.40) the simple asymptotic expansion in € of u§ = v} +evi+e?vi+-- -,
the zero order terms gives —r det(NV,, — 1/ Iz) = 0. Therefore,

—ep® —rdet(N, —puly) +¢ (4.40)

pi=7+0(@), i=12, (4.41)
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and

ui + p5 =tr N, 4+ O(e),
uips = det N, + O(e).

On the other hand, writing |D®(u)| = —(p—p5) (p—ps) (p—p§), from (4.38)—(4.39),
we deduce the identities below

i+ 5 i = =+ O(1),
5 + 5 (15 + 15) = =t N+ O(1),
pipsps = — - det Ny +0(1),
so that,
G = —g +0(1).
5 Numerical simulations
For the numerical simulations we consider the linear conversion rates
plx)y=x+9¢ and PY(x) =0z +1, (5.1)
with § = 0.5, 8 =5 and v = 1, together with the growth rates
Na = 3, =2, v = 40. (5.2)
Depending on the choice of a and b we consider two cases: the v extinction case
a=15 b=6, =>a=1, (5.3)
and the coexistence case
a=15 b=8 =a<l (5.4)

In the case of the ODE system associated to the mesoscopic system (1.1) with
(1.4) and (5.1), the numerical solution is illustrated in Figure 2 (e = 1) and Figure 4
(av < 1). The expected initial layer for the subpopulations u, and uj can be observed
in Figure 3 and 5 (see Remark 1).
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time ¢ time ¢ time ¢

Figure 2: @ = 1. Solution of the mesoscopic ODE system with parameters
given in (5.1),(5.2) and (5.3), for ¢ = 107%,1072,1073 (from left to right),
with extinction of v°, and convergence of u® = uf + uj towards a + b. Here
the maximal time is T = 30.

Densities: --- Uq === Up  ------ U —
e=10"" =102 e=10"3
| | |
4 U MR P P _ 4 R e Rt _ 4 ............................... _
g - 2 - 2] -
0 1 | [~ 0 1 | [~ 0 H | [~
0 0.01 0.01 O 0.01 0.01 O 0.01 0.01
time ¢ time ¢ time ¢

Figure 3: a = 1. Zoom of the solution in Figure 2 in a right neighbourhood
of t =0 for e = 1071,1072,1073 (from left to right).
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Densities: - - - Uq Up e U —

time ¢

Figure 4: o < 1. Solution of the mesoscopic ODE system with parameters
given in (5.1),(5.2) and (5.4), for ¢ = 107%,1072,103 (from left to right),
with convergence of (u®,v°) = (uf + uj, v®) towards (a + bo, b(1 — v)). Here
the maximal time is T = 30.

’ Densities: - - - Uq Up  weeee U —v ‘
e=10"" =102 e=10"3
| | |
4 R Tt , 4 e sasssssssssssssssssssssssssss , 4 . cocloooooooanonnn .
2 =2l . -2 + - 2 —
0 | | [~ 0 1 | [ 0 H | [~
0 0.01 0.01 O 0.01 0.01 O 0.01 0.01
time ¢t time ¢ time ¢t

Figure 5: a < 1. Zoom of the solution in Figure 4 in a right neighbourhood
of t =0 for e = 1071,1072,1073 (from left to right).

The effect of the spatial dispersal of the species by diffusion is shown in Figure 6
(e = 1) and Figure 7 (o < 1) below, in the case of the one dimensional spatial
domain [0, 1]. Additionally, we provide videos in the supplements along with the
used code. All the parameters are kept as in the previous computations and the
diffusion coefficients are

do =2, dy=01, d,=0.1,
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and the initial conditions has been chosen as

u™(z) = cos(drz) +4,  wl(x) = (x — 1)sin(4m2?) + 2,
v™(2) = cos(4mx) + cos(2mx) +2.5.

’ Densities: === Uqg == Uy wweevens U —
t = 0.002 t =0.020 t = 0.200
8 ! I L8l | o8 | L
( —E——— -
4 - — 3
92 - N
0 | 0+ | - 0+ | - 0~ | -
0.5 1 0.5 1 0.5 1 0.5 1
T x €T T

Figure 6: o = 1. Solution of the mesoscopic PDE system (1.1) in the extinc-
tion case.

Figure 7: a < 1. Solution of the mesoscopic PDE system (1.1) in the coex-
istence case.

6 Concluding remarks and discussion
In this paper we derive a (macroscopic) reaction-cross-diffusion system with no flux

boundary conditions for two species u and v in competition for resources, from a
(mesoscopic) diffusion system with slow and fast reaction terms and homogeneous
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Neumann boundary conditions. At the mesoscopic scale, the fast reaction term gov-
erns the switching of the individuals of two sub-populations u, and wu; of the species
u, into each other, a strategy to optimise the two available ressources consumed by
u. The individuals of the species v follow a monodiet and evolve competing solely
with up. As a consequence, no cross-diffusion term appears in the macroscopic
equation for v. In other words, the reaction-cross-diffusion system is triangular.

Examples of cross-diffusion systems (triangular and not) derived by taking a
fast-reaction limit can be found in [10, 15, 5, 6, 12, 14, 21, 2]. A different but equally
popular approach for the derivation of cross-diffusion systems (not pursued in this
paper) is the mean-field limit of interacting particles, e.g. [17, 11, 4, 16].

For the mathematical analysis, a cross-diffusion term can break general para-
bolic estimates including the maximum principle, so only local existence results are
usually obtained [1]. For global existence, one needs for instance an entropy func-
tional to get a priori estimates and construct a weak solution [14, 21, 16]. Uniqueness
is a major problem as well. The key mathematical contribution of this paper is the
identification of the entropy functional (1.10), which behaves well under diffusion
and the fast-reaction term (1.5). By the obtained control, we are able to undergo
the fast diffusion limit, to identify the limit densities u and v and prove along this
way that (u,v) is a global in time weak solution. Further studies for the regularity
and uniqueness of the solution of a larger class of triangular cross-diffusion systems,
including (1.6), are the objects of future works.

An interesting mathematical issue left open in this paper is the discrepancy
between the boundary conditions for the mesoscopic and macroscopic systems: for
the mesoscopic system (1.1), the no-flux and the Neumann boundary conditions
are equivalent, but for the limit system (1.6) we naturally obtain no-flux boundary
conditions (1.9). Formally, the no-flux boundary conditions (1.9) are

[da + (dp — da)aluZ] Vu-o+ [(db — da)agu,f] Vv-0c=0 and Vv-o=0,

where uj = uj(u,v) is the unique solution to (1.7) for given w and v. Differentiating
the condition Q(u — uf(u,v), uj(u,v),v) = 0 with respect to u yields

I ) Rl ) |
o[ 1 g (M) o (M) g ()

Hence by our assumptions dyuj € (0,1), which implies [dg + (dp — dg)Oruj] > 0.
Therefore, the no-flux boundary condition is formally equivalent to the Neumann
boundary condition. It would be interesting to see whether singularities can break
this equivalence.

From a modelling point of view, we show that the competition between u and
v described above, can be modelled by a Lotka-Volterra competitive type system,
with competitive coefficients derived by the population dynamics. To the best of the
author’s knowledge, the meaning of the classical Lotka-Volterra competition system
is only abstract, and connecting the system coeflicients to specific situations is rarely
been done. We are able to answer to this fundamental question in the specific model
of the paper. Indeed, dropping the diffusion terms, the competition system (1.6)—

81uz =

30



(1.7) reads as

O = Nqlq (1 - %) + Mpup (1 — ub+v) )
a b

(6.1)
Opv = nyv (1 - ub;’”) >
and up +v Ug
U =g + up, ¢< - )Ub::¢(7;>ua (6.2)
Let
i) \© o))~
Ta(Uq, Up, V) 1= <1 + M) and  7rp(Uq, up, v) := <1 + M)
(6.3)

Then, it holds
Ug =T, Up=TpUu, To+1p=10<ry,r <l1,

and the system can be rewritten in terms of u and v, as the following Lotka-Volterra
system

up = Ny (1 — brru — biov)u, (6.4)
vg = 1 (1 = baru — bagv)v,
where the competition coefficients are given by
o2 2 /p, b 1
bll = 1 ra/a’ +77brb/ ’ b 2 = nbrb/ ) b21 = @7 b22 = 7 (65)
NaTa + M7y NaTa + MTh b b
and the growth rates are
Nu=NaTa +mry  and 7. (6.6)

The fundamental difference between the classical Lotka-Volterra competition
system and our model (6.4)-(6.6) is in the solution dependency of the coefficients r,
and 7, in (6.3) and thus of the b;;’s. Our understanding is that the classical Lotka-
Volterra competition system with constant coefficients b;; should be considered
locally, where the coefficients variation is small, while (6.4)-(6.6), can be considered
globally. In this viewpoint, we can still call the competition modelled by system
(6.4)-(6.6) a strong competition if b1a/b11 > 1 and by /bay > 1 for all solutions.

A systematic study on the derivation of advection and cross-diffusion terms
from a given population dynamics with meaningful parameter regimes is performed
in [9, Section 4].

Again from a modelling perspective, a motivation to consider reaction-cross-
diffusion systems is the possibility to find instabilities due to the cross-diffusion,
where a normal diffusion cannot induce instabilities. The identification of these
cross-diffusion induced instabilities is a very active research area [20, 31, 3]. This
has been the motivation of our investigation of spatially homogeneous stationary
states and their linear stability in Section 4. For semi-trivial stationary states with
v = 0, we see that the fast-reaction term can lead to non-trivial behaviour (lack of
uniqueness), see also [23]. On the other hand, the totally non-trivial homogeneous
steady state (coexistence state) is unique and linearly stable. Thus, the possibility
of cross-diffusion induced instability is ruled out in that case.

The existence of heterogeneous steady states of the macroscopic system is not
discarded, and it will be analyzed in a forthcoming paper.
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A Proof of Proposition 4.4

Proof. The Routh matrix associated to M¢ writes as (see [19])

1 dety M€
—trM¢© —det M©
By = | (dety M#)(trMe) — det Me )
0
trMe
—det M¢© 0

with
dety M*© = [M*®]11 + [M®]a2 + [M*]33,

and where [M€];; are the following minors:

€ £

99 = Mll M13
T £ £
M3, M3,

€ €
33 = Mll M12
T € €
M5, M5,

M5, MS
[Ma]ll . 22 23

€
=z, g - B

[

By the Routh-Hurwitz criterion [19], M*® is stable if and only if there are no sign
variations in the first column entries of Ry;-, i.e., if and only if M*® satisfies
trMe < 0,
(deto M®)(trM*e) — det M*© < 0, (A1)
det M* < 0.

From the expression of M*¢, we get

trMsz—na—nba—m(l—a)—g<O,

and

(8%
[Ma]ll ="M 1 >0,

3

[MS]QZ = 771)(1 - a) (na + 6) > 0,

€
1 1
[M®]33 = nampor + gna('r - B)+ gnbaﬁ >0,

which imply
dety M® > 0.
Furthermore,

11—«

det M*© = <_77a+§81@) [Me]ll—nl@Q (3:Q—-05Q) = _77a77;¢1 (1-a)<0.

9 3

It remains to check the second inequality in (A.1l), that is a consequence of the
previous computations and of the identity

det M® = —na[M®]1; .
Indeed,
(dety M*)(tr M®)—det M® = ([M®]11 + [M*]2s + [M®]33)tr M® + no[M*]1q
=([M%as + [M7sg) tr M7 = [MFJux (mar +mo(1 = @) + =) < 0.
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Thus, Mé¢ is stable for all € > 0.
Concerning the matrix N¢, we define the quantities

Dyi=dy+dy+dy >0, Dyi=dudy+dydy+dad, >0, Ds:=dadyd,, (A.2)

and

A= do(M3y + M33) + dp(M7; + M33) + dy (M7, + M3,) <0,
B = dydy M5, + dydy M5, + dudy M, < 0, (A.3)
C = da [Ms]ll + db[Me}22 + dv[ME]g,g > 0.

Thus, using the previous computations, we obtain
tr N® =tr M® — D1\, <0,

dety N° :detQME—l-DQ/\i — AN, >0,

and
det N® = det M® — D3 A2 + BA2 —C' )\, < 0.

To conclude, it remains to check the sign of the quantity below:

(detq N®)(tr N¥) — det N® = (dety M®)(tr M*®) — det M*
+ A3 (=D1 Dy + D3) + A2(Dytr M€ + AD; — B)
+ )\n(_Dl dety M® — Atr M* —|—C) .

The latter is indeed strictly negative, using again the negativity of the entries of
Me¢, the positivity of the minors [M¢];;, definitions (A.2) and (A.3) and

—D{Dy+ D3 <0, AD, —B<0, —Dideto M +C < 0.

Then, by the Routh-Hurwitz criterion again, V¢ is stable for all strictly positive ¢.
O
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