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Abstract

The bacterial traveling waves observed in experiments are of pulse-type which is
different from the monotone traveling waves of the Fisher-KPP equation. For this
reason, the Keller-Segel equations are widely used for bacterial waves. Note that the
Keller-Segel equations do not contain the population dynamics of bacteria, but the
population of bacteria multiplies and plays a crucial role in wave propagation. In this
paper, we consider the singular limits of a linear system with active and inactive cells
together with bacterial population dynamics. Eventually, we see that if there are no
chemotactic dynamics in the system, we only obtain a monotone traveling wave. This
is evidence that chemotaxis dynamics are needed even if population growth is included
in the system.

1 Introduction

We consider the singular limits of a reaction-diffusion system,

(Pµε )



at = da∆a+ rna+ 1
ε (β(n)w − α(n)a) in QT ,

wt = µ∆w + rnw + 1
ε (α(n)a− β(n)w) in QT ,

nt = dn∆n− n(a+ w) in QT ,

∂νa = ∂νw = ∂νn = 0 on ΓT ,

a(x, 0) = a0(x), w(x, 0) = w0(x), n(x, t) = n0(x) on Ω,

where Ω is a smooth bounded domain in RN with dimension N ≥ 1, QT = Ω × (0, T ),
ΓT = ∂Ω×(0, T ), and ν the outer normal vector on the boundary. This system models the
evolution of a bacterial species consisting of two phenotypes (or states), a and w, which
are the densities of active and inactive cells, respectively. The other unknown n is the
density of the nutrient consumed by the bacteria. The diffusivity da of the active cells is
greater than the diffusivity µ of the inactive cells. The coefficient r > 0 is the ratio that
the nutrient n turns into the population mass. The two coefficients α(n) and β(n) are the
conversion rates of the two phenotypes to each other, which are functions of n and satisfy

(Hα,β)


α, β ∈ C1([0,∞)) ∩ L∞([0,∞)),

α(0) = α0, α′(n) ≤ 0, and α(n) > 0 for n > 0,

β(0) = 0, β′(n) ≥ 0, and β(n) > 0 for n ≥ 0.

The monotonicity of the conversion rates implies that bacteria becomes active if the nu-
trient is abundant and become inactive otherwise. For initial values, we assume

(HIC) a0, w0, n0 ∈ C1(Ω) and a0, w0, n0 ≥ 0 in Ω.
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The purpose of the paper is to prove the convergence of solutions as ε→ 0 and µ→ 0 and
show the global well-posedness of the problems obtained from the two singular limits.

There are two small parameters in the problem ε and µ. If we take the singular limit
as µ→ 0 with a fixed ε > 0, we obtain

(P0
ε )



at = da∆a+ rna+ 1
ε (β(n)w − α(n)a) in QT ,

wt = rnw + 1
ε (α(n)a− β(n)w) in QT ,

nt = dn∆n− n(a+ w) in QT ,

∂νa = ∂νw = ∂νn = 0 on ΓT ,

a(x, 0) = a0(x), w(x, 0) = w0(x), n(x, 0) = n0(x) on Ω.

If we take the limit as ε → 0 with a fixed µ > 0, then the limit of the solution formally
satisfy a relation

β(n)w = α(n)a.

If the first two equations in (Pµε ) are added together with the relation, we obtain

(Pµ0 )


bt = ∆(γµ(n)b) + rnb in QT ,

nt = dn∆n− nb in QT ,

∂νb = ∂νn = 0 on ΓT ,

b(x, 0) = b0(x) := a0(x) + w0(x), n(x, 0) = n0(x) on Ω,

where b = a + w is the total cell density. Note that the diffusion of the total cell density
is nonlinear with the motility γµ(n) given by

γµ(n) =
µα(n) + daβ(n)

α(n) + β(n)
. (1.1)

Then, since we assume the diffusivity of active cell is greater than the one of inactive cells,

γ′µ(n) =
(µ− da)βα′ + (da − µ)αβ′

(α+ β)2
> 0, (1.2)

under the hypothesis (Hα,β). Hence, γµ(n) is an increasing function of n and takes its
minimum γµ(0) = µ > 0 when there is no nutrient left. Note that similar diffusion models
have been used in cell aggregation models (see [6, 10, 21]). The difference is that the
motility functions in those cases are decreasing functions of a signaling chemical.

The first main result of the paper is Theorem 3.7 which shows the existence of the
unique weak solution of (P0

ε ). We show that, for any T > 0, the classical solution of
(Pµε ) converges to the unique weak solution of (P0

ε ) as µ → 0. The second main result is
Theorem 4.3 on the existence of the unique weak solution of (Pµ0 ). We show that, for any
T > 0, the classical solution (aµε , w

µ
ε , n

µ
ε ) of (Pµε ) converges to a limit (aµ, wµ, nµ) as ε→ 0

and (aµ + wµ, n) is the unique weak solution of (Pµ0 ).
In Section 5, we study the traveling wave solution of the problem (Pµ0 ) with appropriate

boundary conditions. In Theorem 5.2, we show the existence of traveling wave solution for
all speed c ≥ c∗ =

√
rγ0(n+)n+, where the minimum wave speed is decided by n+, the

amount of the resource before consumption. In Theorem 5.1, we show that the traveling
wave solution is monotone. These observations imply that the traveling wave solution of
(Pµ0 ) is of Fisher-KPP type, but not of a chemotactic one. In the accompanying modeling
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paper [15], authors numerically show that adding chemotaxis to active cells, can yield
pulse-type bacterial traveling waves.

Throughout the paper, constant C denotes a generic positive constant that can vary
from line to line. Also, we shall omit the superscript µ and the subscript ε of solutions
when it is clear from the context.

2 Preliminaries

The solutions of (P0
ε ) and (Pµ0 ) are defined in a very weak sense. Note that the solutions

of (P0
ε ) can be defined in a weak sense. However, the solution of (Pµ0 ) need to be defined

in a very weak sense. For the consistency, we define both solutions in a very weak sense.
For the notational convenience, we respectively denote the reaction terms for a,w, and n
by

fa(a,w, n) = rna+
1

ε
(β(n)w − α(n)a),

fw(a,w, n) = rnw +
1

ε
(α(n)a− β(n)w),

fn(a,w, n) = −n(a+ w).

Definition 2.1 Let ε > 0. A triple of functions a,w, n ∈ L2(QT ) is called a weak solution
of (P0

ε ) if fa(a,w, n), fw(a,w, n), fn(a,w, n) ∈ L1(QT ) and

−
∫∫

QT

aψt −
∫

Ω
a0ψ(·, 0) =

∫∫
QT

daa∆ψ +

∫∫
QT

fa(a,w, n)ψ, (2.1)

−
∫∫

QT

wψt −
∫

Ω
w0ψ(·, 0) =

∫∫
QT

fw(a,w, n)ψ, (2.2)

−
∫∫

QT

nψt −
∫

Ω
n0ψ(·, 0) =

∫∫
QT

dnn∆ψ +

∫∫
QT

fn(a,w, n)ψ (2.3)

for all ψ ∈ C2,1(QT ) such that ψ(x, T ) = 0 in Ω and ∂νψ = 0 on ∂Ω× [0, T ].

Definition 2.2 Let µ > 0. A pair of functions b, n ∈ L2(QT ) is called a weak solution of
(Pµ0 ) if nb ∈ L1(QT ) and

−
∫∫

QT

bψt −
∫

Ω
b0ψ(·, 0) =

∫∫
QT

γ(n)b∆ψ +

∫∫
QT

rnbψ, (2.4)

−
∫∫

QT

nψt −
∫

Ω
n0ψ(·, 0) =

∫∫
QT

dnn∆ψ −
∫∫

QT

nbψ (2.5)

for all ψ ∈ C2,1(QT ) such that ψ(x, T ) = 0 in Ω and ∂νψ = 0 on ∂Ω× [0, T ].

For the compactness of the problem, we use a similar argument introduced in [7, 8].
The main tool is the Fréchet-Kolmogorov theorem(see [2, Theorem 4.1]), and we present
it below in a modified version ([5, Proposition 2.5]).

Lemma 2.3 (Fréchet-Kolmogorov) Let F be a bounded subset of Lp(QT ) with 1 <
p <∞. Then, F is precompact in Lp(QT ) if the following two properties hold.
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(i) For any η > 0 and any subset S ⊂⊂ QT , there exists δ > 0 such that

‖f(x+ ξ, t)− f(x, t)‖Lp(S) + ‖f(x, t+ τ)− f(x, t)‖Lp(S) < η

for all f ∈ F if |ξ|+ |τ | < δ.

(ii) For any η > 0, there exists a subset S ⊂⊂ QT such that, for all f ∈ F ,

‖f‖Lp(QT \S) < η.

The solvability of (Pµε ) is from a classical fixed point theory for parabolic semilinear
equations.

Lemma 2.4 For any ε, µ > 0, the solution of the system (Pµε ) exists in the classical

sense, (aµε , w
µ
ε , n

µ
ε ) ∈

[
C2,1(Ω× (0, T )) ∩ C(Ω× [0, T ])

]3
, and is unique. The solution is

uniformly bounded with respect to µ. More precisely, there exists Cε > 0 independently of
µ such that

0 ≤ aµε , wµε ≤ Cε and 0 ≤ nµε ≤ max
x∈Ω

n0(x) in Ω× [0, T ]. (2.6)

Proof. Under the hypotheses (Hα,β), we observe that the nonlinearities fa, fw and fn of
(Pµε ) are locally Lipschitz continuous with respect to functional arguments and

fa(0, w, n), fw(a, 0, n), fn(a,w, 0) ≥ 0 for (u, v, n) ∈ R3
+.

Then, there exists a maximal time of existence Tmax > 0 such that (Pµε ) possesses a
unique nonnegative classical solution (aµε , w

µ
ε , n

µ
ε ) on Ω× (0, Tmax) (see [1, 18]). Thanks to

the non-increasing property of nµε , i.e.,

‖nµε (·, t)‖L∞(Ω) ≤ ‖n0‖L∞(Ω) for all t ∈ (0, Tmax),

we have the at most linear growth of nonlinearities such that

|fa(aµε , wµε , nµε )|+|fw(aµε , w
µ
ε , n

µ
ε )|+|fn(aµε , w

µ
ε , n

µ
ε )| ≤ Cε(1+aµε+wµε+nµε ) on Ω×(0, Tmax)

for some Cε > 0. Moreover, we have the mass conservation

‖aµε + wµε + rnµε ‖L1(Ω) = ‖a0 + w0 + rn0‖L1(Ω) for all t ∈ (0, Tmax).

Then, by a direct application of Theorem 2.3 in [18], we obtain that for any T > 0, (Pµε )
possesses a unique nonnegative classical solution (aµε , w

µ
ε , n

µ
ε ) on Ω×(0, T ). This completes

the proof of global classical solvability.

3 Singular limit as µ→ 0

In this section, we prove the existence and the uniqueness of the weak solution to (P0
ε ) and

the convergence of the global classical solution (aµε , w
µ
ε , n

µ
ε ) of (Pµε ) to the weak solution

(aε, βε, nε) of (P0
ε ) as µ→ 0. In this section, the parameter ε > 0 is fixed and the generic

constant C should be independent of µ. We start with a few µ-independent estimates.
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Lemma 3.1 Let T > 0 and (aµε , w
µ
ε , n

µ
ε ) be the solution to (Pµε ). Then, there exists a

constant C > 0 independent of µ such that∫∫
QT

(aµε )2,

∫∫
QT

(wµε )2 ≤ C, (3.1)

∫∫
QT

|∇aµε |2, µ

∫∫
QT

|∇wµε |2 ≤ C. (3.2)

Proof. For brevity, we will omit the super- and sub-scripts of the solution. Multiplying
the first two equations of (Pµε ) by a and w, respectively, and integrating them over Ω, we
obtain

1

2

d

dt

∫
Ω

(a2 + w2) + da

∫
Ω
|∇a|2 + µ

∫
Ω
|∇w|2 +

1

ε

∫
Ω

(α(n)a2 + β(n)w2)

=

∫
Ω
rn(a2 + w2) +

1

ε

∫
Ω

(α(n) + β(n))aw

≤ C1

∫
Ω

(a2 + w2) +
C2

ε

∫
Ω
aw ≤

(
C1 +

C2

2ε

)∫
Ω

(a2 + w2),

(3.3)

where Young’s inequality is used and the two positive constants C1 and C2 are induced
from the upper bound (2.6) and the hypothesis (Hα,β). Let y(t) =

∫
Ω(a2(·, t) + w2(·, t)).

We infer from (3.3) that there exists C3 > 0 such that

y′(t) ≤ C3y(t),

which gives
y(t) ≤ y(0) exp(C3T ) for any t ∈ (0, T ).

Thus by the non-negativity of a and w, we show (3.1). In view of (3.1), (3.2) is a direct
consequence of the integration of (3.3) in time.

Lemma 3.2 Let T > 0 and (aµε , w
µ
ε , n

µ
ε ) be a solution of (Pµε ). Then, there exists a con-

stant C > 0 such that

sup
t≤T

∫
Ω

(nµε (·, t))2 +

∫∫
QT

|∇nµε |2 ≤ C. (3.4)

Proof. Multiplying the equation for n of (Pµε ) by n and integrating over Ω, we obtain

1

2

d

dt

∫
Ω
n2 + dn

∫
Ω
|∇n|2 = −

∫
Ω

(a+ w)n2 ≤ 0.

Integrating the result in time implies (3.4).

The next step is for the compactness. Denote

Ωr = {x ∈ Ω|B(x, 2r) ⊂ Ω} and Ω′r = ∪x∈ΩrB(x, r),

where B(x, r) is the ball in RN with its radius r and centered at x. Then, Ωr ⊂ Ω′r ⊂ Ω.
We are interested in r > 0 small. We have Ωr = ∅ for r > 0 large and Ωr approaches to Ω
as r → 0. In order to apply Lemma 2.3, we estimate the differences of time translations
in the L2-norm.
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Lemma 3.3 Let T > 0 and (aµε , w
µ
ε , n

µ
ε ) be a solution to (Pµε ). Then, there exists a con-

stant C = C(ε, T ) > 0 such that∫ T−τ

0

∫
Ωr

(aµε (x, t+ τ)− aµε (x, t))2 ≤ Cτ, (3.5)

∫ T−τ

0

∫
Ωr

(wµε (x, t+ τ)− wµε (x, t))2 ≤ Cτ, (3.6)

∫ T−τ

0

∫
Ωr

(nµε (x, t+ τ)− nµε (x, t))2 ≤ Cτ (3.7)

for all τ ∈ (0, T ) and r > 0.

Proof. For the time translation case, the spatial integrations in the lemma can be done
over Ω. Hence, Ωr can be replaced with Ω, which is a stronger argument. Consider the
active cell case first. Observe that∫ T−τ

0

∫
Ω

(a(x, t+ τ)− a(x, t))2dxdt

≤
∫ T−τ

0

∫
Ω

{
(a(x, t+ τ)− a(x, t))

∫ τ

0
∂ta(x, t+ s)ds

}
dxdt

≤
∫ τ

0

∫ T−τ

0

∫
Ω

(a(x, t+ τ)− a(x, t))∂ta(x, t+ s)dxdtds

≤
∫ τ

0

∫ T−τ

0

∫
Ω

(a(x, t+ τ)− a(x, t))(da∆a(x, t+ s) + fa(a,w, n)(x, t+ s))dxdtds.

Let

I1 := da

∫ τ

0

∫ T−τ

0

∫
Ω

(a(x, t+ τ)− a(x, t))∆a(x, t+ s)dxdtds,

I2 :=

∫ τ

0

∫ T−τ

0

∫
Ω

(a(x, t+ τ)− a(x, t))fa(a,w, n)(x, t+ s)dxdtds.

Integration by parts, the gradient estimate of a in (3.2), and Hölder’s inequality give

I1 = −da
∫ τ

0

∫ T−τ

0

∫
Ω
∇(a(x, t+ τ)− a(x, t)) · ∇a(x, t+ s)dxdtds

≤ 2daτ

∫∫
QT

|∇a(x, t)|2dxdt ≤ C1τ

for some C1 > 0. On the other hand, the upper bounds of the solutions obtained in Lemma
2.4 imply that

I2 ≤ C2τ

for some C2 > 0. This completes the proof of (3.5). Similarly, we can prove (3.6) and (3.7).

Next, we obtain the L2-differences of the space translations. Indeed, the estimates of
aµε and nµε are independent of µ, whereas that for wµε is not.
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Lemma 3.4 Let T > 0, r > 0, and (aµε , w
µ
ε , n

µ
ε ) be a solution to (Pµε ). Then, there exists

a constant C > 0 such that∫ T

0

∫
Ωr

(aµε (x+ ξ, t)− aµε (x, t))2dx ≤ C|ξ|2, (3.8)

∫ T

0

∫
Ωr

(wµε (x+ ξ, t)− wµε (x, t))2dx ≤ C

µ
|ξ|2, (3.9)

∫ T

0

∫
Ωr

(nµε (x+ ξ, t)− nµε (x, t))2dx ≤ C|ξ|2 (3.10)

for all ξ ∈ RN with |ξ| ≤ r.

Proof. For a solution (a,w, n) of (Pµε ), we observe that

µ

∫ T

0

∫
Ωr

(w(x+ ξ, t)− w(x, t))2dxdt

= µ

∫ T

0

∫
Ωr

(∫ 1

0
∇w(x+ sξ, t) · ξds

)2

dxdt

≤ µ|ξ|2
∫ 1

0

∫ T

0

∫
Ω′r

|∇w(x+ sξ, t)|2dxdtds

≤ µ|ξ|2
∫ T

0

∫
Ω′r

|∇w(x, t)|2dxdt ≤ C|ξ|2,

where we used the gradient estimate of w in (3.2). This completes the proof of (3.9).
Similarly, we can prove (3.8) and (3.10). In particular, each positive constant C in (3.8)
and (3.10) depends on da and dn, respectively.

The above L2 estimate for wµε depends on µ. However, we can obtain a uniform L1-
estimate using the idea from the proof of [8, Lemma 3.7].

Lemma 3.5 Let T > 0, r > 0, and (aµε , w
µ
ε , n

µ
ε ) be a solution to (Pµε ). Then, there exists

a positive function pε(ξ) such that pε(ξ)→ 0 as |ξ| → 0 and∫ T

0

∫
Ωr

|wµε (x+ ξ, t)− wµε (x, t)| ≤ pε(ξ), (3.11)

for all ξ ∈ RN with |ξ| ≤ r.

Proof. In this proof, we denote

aξ = a(x+ ξ, t), wξ = w(x+ ξ, t), nξ = n(x+ ξ, t),
a = a(x, t), w = w(x, t), n = n(x, t),
â = aξ − a, ŵ = wξ − w, n̂ = nξ − n,
a = aξ + a, w = wξ + w, n = nξ + n.

Let m : R→ R+ be a smooth convex function such that

m ≥ 0, m(0) = 0 and m(r) = |r| − 1

2
for |r| > 1.
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Then for h > 0, mh(r) := hm(r/h) is an approximation of m satisfying

mh(r)→ |r| and m′h(r)→ sgn(r) as h→ 0

with

sgn(r) =


1 if r > 0,

0 if r = 0,

− 1 if r < 0.

Moreover, we define a function k such that

k ∈ C∞0 (Ω′r), 0 ≤ k(x) ≤ 1 in Ω′r, k(x) = 1 in Ωr,

|∇k|, |∆k| ≤ C(r).

From the second equation of (Pµε ), we obtain

ŵt = µ∆ŵ + fw(aξ, wξ, nξ)− fw(a,w, n).

Multiplying it by km′h(ŵ) and integrating over Ω′r, we have∫
Ω′r

ŵtkm
′
h(ŵ) =µ

∫
Ω′r

∆ŵkm′h(ŵ) +

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))km′h(ŵ)

=− µ
∫

Ω′r

∇ŵ · ∇(km′h(ŵ)) +

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))km′h(ŵ)

=− µ
∫

Ω′r

m′h(ŵ)∇ŵ · ∇k − µ
∫

Ω′r

km′′h(ŵ)|∇ŵ|2

+

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))km′h(ŵ)

≤− µ
∫

Ω′r

∇mh(ŵ) · ∇k +

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))km′h(ŵ)

=µ

∫
Ω′r

mh(ŵ)∆k +

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))km′h(ŵ),

where we used integration by parts and the convexity of mh. Since k is independent of t,
we can write

d

dt

∫
Ω′r

mh(ŵ)k ≤ µ
∫

Ω′r

mh(ŵ)∆k +

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))km′h(ŵ).

Then integrating in time implies∫
Ω′r

mh(ŵ)(t)k ≤
∫

Ω′r

mh(ŵ)(0)k + µ

∫ t

0

∫
Ω′r

mh(ŵ)∆k

+

∫ t

0

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))km′h(ŵ).

(3.12)

By taking the limit h→ 0 on the both sides of (3.12), the Lebesgue dominiated convergence
theorem yields∫

Ω′r

|ŵ(t)|k ≤
∫

Ω′r

|ŵ(0)|k + µ

∫ t

0

∫
Ω′r

|ŵ|∆k

+

∫ t

0

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))k sgn(ŵ).

(3.13)
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As to the term containing |∆k| in (3.13), we deduce from Hölder’s inequality and (3.9)
that for any t ∈ (0, T )

µ

∫ t

0

∫
Ω′r

|ŵ|∆k ≤√µ

(
µ

∫ t

0

∫
Ω′r

|ŵ|2
)1/2(∫ t

0

∫
Ω′r

|∆k|2
) 1

2

≤C1

√
T‖∆k‖L2(Ω′r)|ξ|

(3.14)

for some C1 > 0. Letting C2(r) := C1

√
T‖∆k‖L2(Ω′r), (3.13) becomes∫

Ω′r

|ŵ(t)|k ≤C2(r)|ξ|+
∫

Ω′r

|ŵ(0)|k

+

∫ t

0

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))k sgn(ŵ).

(3.15)

By the similar argument above with (3.8) and (3.10), we can find C3(r) and C4(r) > 0
such that ∫

Ω′r

|â(t)|k ≤C3(r)|ξ|+
∫

Ω′r

|â(0)|k

+

∫ t

0

∫
Ω′r

(fa(aξ, wξ, nξ)− fa(a,w, n))k sgn(â),

(3.16)

∫
Ω′r

|n̂(t)|k ≤C4(r)|ξ|+
∫

Ω′r

|n̂(0)|k

+

∫ t

0

∫
Ω′r

(fn(aξ, wξ, nξ)− fn(a,w, n))k sgn(n̂).

(3.17)

Now we focus on the nonlinear terms in (3.15)–(3.17). We observe that

fa(aξ, wξ, nξ)− fa(a,w, n)

= r(nξaξ − na) +
1

ε
((β(nξ)wξ − α(nξ)aξ)− (β(n)w − α(n)a))

=
r

2

{
(nξ + n)(aξ − a) + (nξ − n)(aξ + a)

}
+

1

ε

{
(β(nξ)− β(n))wξ + β(n)(wξ − w)− (α(nξ)− α(n))aξ − α(n)(aξ − a)

}
,

fw(aξ, wξ, nξ)− fw(a,w, n)

=
r

2

{
(nξ + n)(wξ − w) + (nξ − n)(wξ + w)

}
+

1

ε

{
(α(nξ)− α(n))aξ + α(n)(aξ − a)− (β(nξ)− β(n))wξ − β(n)(wξ − w)

}
,

fn(aξ, wξ, nξ)− fn(a,w, n)

= −1

2

{
(nξ + n)(aξ − a+ wξ − w) + (nξ − n)(aξ + a+ wξ + w)

}
.
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Sequentially, by the hypotheses (Hα,β), we obtain∫ t

0

∫
Ω′r

(fa(aξ, wξ, nξ)− fa(a,w, n))k sgn(â)

=

∫ t

0

∫
Ω′r

k

{
r

2
n|â|+ r

2
n̂a sgn(â) +

1

ε
(β(nξ)− β(n))wξ sgn(â) +

1

ε
β(n)ŵ sgn(â)

−1

ε
(α(nξ)− α(n))aξ sgn(â)− 1

ε
α(n)|â|

}
≤
∫ t

0

∫
Ω′r

Cε5 (|â|+ |ŵ|+ |n̂|) k,

(3.18)

where Cε5 > 0 is determined by the Lipschitz continuity of α and β, and the uniform
boundedness of a,w, n in Lemma 2.4. Similarly, we find Cε6 , C

ε
7 > 0 such that∫ t

0

∫
Ω′r

(fw(aξ, wξ, nξ)− fw(a,w, n))k sgn(ŵ)

=

∫ t

0

∫
Ω′r

k

{
r

2
n|ŵ|+ r

2
n̂w sgn(ŵ) +

1

ε
(α(nξ)− α(n))aξ sgn(ŵ) +

1

ε
α(n)â sgn(ŵ)

−1

ε
(β(nξ)− β(n))wξ sgn(ŵ)− 1

ε
β(n)|ŵ|

}
.

≤
∫ t

0

∫
Ω′r

Cε6 (|â|+ |ŵ|+ |n̂|) k

(3.19)
and ∫ t

0

∫
Ω′r

(fn(aξ, wξ, nξ)− fn(a,w, n))k sgn(n̂)

=

∫ t

0

∫
Ω′r

k

{
−1

2
n(â− 1

2
ŵ) sgn(n̂)− 1

2
b̂(a+ w) sgn(n̂)

}
.

≤
∫ t

0

∫
Ω′r

Cε7 (|a|+ |w|+ |n|) k.

(3.20)

Combining (3.15)–(3.20), we infer that for any t ∈ (0, T )∫
Ω′r

(|â(t)|+ |ŵ(t)|+ |n̂(t)|)k ≤C8(r)|ξ|+
∫

Ω′r

(|â(0)|+ |ŵ(0)|+ |n̂(0)|)k

+

∫ t

0

∫
Ω′r

Cε9 (|â|+ |ŵ|+ |n̂|) k,

which, together with the Grönwall inequality, implies∫ T

0

∫
Ω′r

(|â|+ |ŵ|+ |n̂|)k ≤

(
C8(r)|ξ|+

∫
Ω′r

(|â(0)|+ |ŵ(0)|+ |n̂(0)|)k

)
exp(Cε9T ).

Let p0(ξ) be a positive function such that p0(ξ)→ 0 as |ξ| → 0 and∫
Ω′r

(|â(0)|+ |ŵ(0)|+ |n̂(0)|)k ≤ p0(ξ)
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for each x ∈ Ω′r and ξ ∈ Rn with |ξ| ≤ r. Then, we conclude that∫ T

0

∫
Ωr

(|â|+ |ŵ|+ |n̂|) ≤
∫ T

0

∫
Ω′r

(|â(t)|+ |ŵ(t)|+ |n̂(t)|)k

≤C10 (p0(ξ) + |ξ|) exp(Cε9T ).

Choosing pε(ξ) := C10 (p0(ξ) + |ξ|) exp(Cε9T ), we find that pε(ξ) → 0 as |ξ| → 0. This
completes the proof.

Lemma 3.6 Let T > 0 and (aµε , w
µ
ε , n

µ
ε ) be a solution of (Pµε ). Then, for each fixed ε > 0,

{aµε }, {wµε } and {nµε } are relatively compact in L2(QT ) as µ→ 0.

Proof. To show the compactness, we apply Lemma 2.3 for p = 2. By (3.5)–(3.7), the
L2-differences of time translations of aµε , wµε and nµε tend to zero as the parameter τ → 0.
On the other hand, by (3.8) and (3.10), the L2-differences of space translations of aµε and
nµε tend to zero uniformly in µ as ξ → 0. As to the L2-differences of space translations of
wµε , we infer from (2.6) that for any t ∈ (0, T ]∫

Ωr

(wµε (x+ ξ, t)− wµε (x, t))2 ≤ 2 sup
Ω
wµε (x, t)

∫
Ωr

|wµε (x+ ξ, t)− wµε (x, t)|

≤ C1

∫
Ωr

|wµε (x+ ξ, t)− wµε (x, t)|,

where the constant C1 > 0 is independent of µ. Then, in view of (3.11), we obtain∫ T

0

∫
Ωr

|wµε (x+ ξ, t)− wµε (x, t)| ≤ 2C1p(ξ),

where the right hand side tends to zero uniformly in µ as ξ → 0. It remains to show that
condition (ii) in Lemma 2.3 holds. Thanks to the boundedness (2.6), we obtain∫ T

T−τ

∫
Ωr

(aµε )2 + (wµε )2 + (nµε )2 ≤ C2|Ω|τ,

∫ T

0

∫
Ω\Ωr

(aµε )2 + (wµε )2 + (nµε )2 ≤ C3T |∂Ω|r,

where the constants C2, C3 > 0 are independent of µ. Therefore, the relative compactness
of the sequences {aµε }, {wµε } and {nµε } in L2(QT ) is from Lemma 2.3.

We now prove the first main theorem on the convergence as µ → 0 using previous a
priori estimates.

Theorem 3.7 (Convergence as µ→ 0) Let T > 0 and (Hα,β) and (HIC) be satisfied.
The weak solution of (P0

ε ) exists and is unique. The classical solution (aµε , w
µ
ε , n

µ
ε ) of (Pµε )

converges to the unique weak solution of (P0
ε ) as µ→ 0.

Proof. Let (aµε , w
µ
ε , n

µ
ε ) be a classical solution to (Pµε ). Then by Lemma 3.6, we can pick a

sequence µ = µj such that for any T > 0, there exists (aε, wε, nε) ∈ [L∞(QT )]3 such that

(a
µj
ε , w

µj
ε , n

µj
ε )→ (aε, wε, nε) in [L2(QT )]3 and a.e. in QT (3.21)
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as µ = µj → 0. Along such µ = µj → 0, thanks to (3.2) and (3.4), we have

(a
µj
ε , n

µj
ε ) ⇀ (a, n) in [L2(0, T ;H1(Ω))]2. (3.22)

We note that the classical solution (aµε , w
µ
ε , n

µ
ε ) to (Pµε ) satisfies the following integral

identities

−
∫∫

QT

aµεψt −
∫

Ω
a0ψ(·, 0) =

∫∫
QT

daa
µ
ε∆ψ +

∫∫
QT

fa(a
µ
ε , w

µ
ε , n

µ
ε )ψ, (3.23)

−
∫∫

QT

wµεψt −
∫

Ω
w0ψ(·, 0) =

∫∫
QT

µwµε∆ψ +

∫∫
QT

fw(aµε , w
µ
ε , n

µ
ε )ψ, (3.24)

−
∫∫

QT

nµεψt −
∫

Ω
n0ψ(·, 0) =

∫∫
QT

dnn
µ
ε∆ψ +

∫∫
QT

fn(aµε , w
µ
ε , n

µ
ε )ψ (3.25)

for all ψ ∈ C2,1(QT ) such that ψ(x, T ) = 0 in Ω and ∂νψ = 0 on ∂Ω × [0, T ]. Then, the
convergences (3.21) and (3.22) show that one can pass to the limit µ = µj → 0 in the
weak formulation (3.23)–(3.25) to obtain (2.1)–(2.3).

To show the uniqueness of the solution, we assume that there exist two solutions
(a1, w1, n1) and (a2, w2, n2) of (Pε). Let ã = a1− a2, w̃ = w1−w2 and ñ = n1−n2. Then,
(ã, w̃, ñ) solves

ãt = da∆ã+ r(n1a1 − n2a2) + 1
ε (β(n1)w1 − β(n2)w2 − α(n1)a1 + α(n2)a2) in QT ,

w̃t = r(n1w1 − n2w2) + 1
ε (α(n1)a1 − α(n2)a2 − β(n1)w1 + β(n2)w2) in QT ,

ñt = dn∆ñ− n1(a1 + w1) + n2(a2 + w2) in QT .
(3.26)

By the µ-independent estimates (2.6) and Lemma 3.6, we infer that

0 ≤ a1, a2, w1, w2 ≤ C and 0 ≤ n1, n2 ≤ max
x∈Ω

n0(x). (3.27)

Multiplying the equations for ã, w̃ and ñ of (3.26) by ã, w̃ and ñ, respectively and inte-
grating over Ω, we obtain

1

2

d

dt

∫
Ω
ã2 +

∫
Ω
da|∇ã|2

=

∫
Ω

{
r(n1ã

2 + a2ñã) +
1

ε
(β(n1)w1 − β(n1)w2 + β(n1)w2 − β(n2)w2)ã

− 1

ε
(α(n1)a1 − α(n1)a2 + α(n1)a2 − α(n2)a2)ã

}
≤ Cε1

∫
Ω

(
ã2 + |ñã|+ |w̃ã|+ |ñã|+ ã2 + |ñã|

)
,

where we used the boundedness (3.27) and the hypotheses (Hα,β). Thus, Young’s inequality
implies

d

dt

∫
Ω
ã2 ≤ Cε2

∫
Ω

(
ã2 + w̃2 + ñ2

)
.

Repeating the similar procedure for w̃ and ñ, we obtain

d

dt

∫
Ω

(
ã2 + w̃2 + ñ2

)
≤ Cε3

∫
Ω

(
ã2 + w̃2 + ñ2

)
.

Thus, Grönwall’s inequality completes the proof for the uniqueness.

12



4 Singular limit as ε→ 0 for µ > 0 fixed

In this section, we prove the existence and the uniqueness of a weak solution (bµ, nµ) to
(Pµ0 ). The solution pair (bµ, nµ) are obtained by taking a subsequential limit so that

(aµεj + wµεj , n
µ
εj )→ (bµ, nµ) as εj → 0

for some εj ∈ (0, 1). To this end, we need ε-independent estimates on (aµε , w
µ
ε , n

µ
ε ). In this

section, the parameter µ > 0 is fixed and the generic constant C is independent of ε.
Using the self-adjoint realization of the Laplace operator, the following lemma provides
an L2-estimate for aµε and wµε (see also [11, 12, 13]).

Lemma 4.1 Let T > 0 and (aµε , w
µ
ε , n

µ
ε ) be solutions to (Pµε ). Then, there exists a constant

C > 0 such that ∫∫
QT

(aµε )2 + (wµε )2 ≤ C. (4.1)

Proof. Let A be a self-adjoint realization of −∆ defined on

D(A) := {φ ∈ H2(Ω)|
∫

Ω
φ = 0 and

∂φ

∂ν
= 0 on ∂Ω}.

Multiplying the equation for n of (Pµε ) by r and adding the result to the equations for a
and w, we have

(a+ w + rn)t = ∆(daa+ µw + rdnn). (4.2)

Letting ρ := a+ w + rn and M := daa+µw+rdnn
a+w+rn , (4.2) turns into

ρt = ∆(Mρ) (4.3)

Since ∂ν(Mρ) = 0 in ΓT , by integrating (4.3) over Ω, we obtain

ρ(·, t) =
1

Ω

∫
Ω
ρ(·, t) =

1

Ω

∫
Ω
ρ0 = ρ0 for any t > 0.

Using A, we rewrite (4.3) as

(ρ− ρ)t = −A(Mρ−Mρ). (4.4)

Multiplying (4.4) by A−1(ρ− ρ), we have

1

2

d

dt

∫
Ω
|A−

1
2 (ρ− ρ)|2 = −

∫
Ω
A
(
Mρ−Mρ

)
· A−1(ρ− ρ)

= −
∫

Ω

(
Mρ−Mρ

)
· (ρ− ρ)

= −
∫

Ω
M(ρ− ρ)2 − ρ

∫
Ω
M(ρ− ρ).

Let M1 := min{da, µ, rdn} and M2 := max{da, µ, rdn}. Since 0 < M1 ≤M ≤M2, we infer
that

d

dt

∫
Ω
|A−

1
2 (ρ− ρ)|2 + 2

∫
Ω
M(ρ− ρ)2 = −2ρ

∫
Ω
M(ρ− ρ) ≤ 2ρ2

∫
Ω
M ≤ C1, (4.5)
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where C1 = 2ρ2|Ω|M2. Integrating (4.5) in time, we obtain∫∫
QT

M(ρ− ρ)2 ≤ 1

2

(
C1T +

∫
Ω
|A−

1
2 (ρ0 − ρ0)|2

)
≤ C2(T + 1) (4.6)

for some C2 > 0 depending on ρ0. It follows from (4.5), (4.6) and the inequality a2 ≤
C3((a− b)2 + b2) for sufficiently large C3 > 0 that∫∫

QT

Mρ2 ≤ C3

∫∫
QT

M(ρ− ρ)2 + C3

∫∫
QT

Mρ2 ≤ C2C3(T + 1) +
C1C3T

2
.

Since Mρ2 = (daa+ µw + rdnn)(a+w + rn), the nonnegativity of a and w implies (4.1).
This completes the proof.

Lemma 4.2 Let T > 0 and (aµε , w
µ
ε , n

µ
ε ) be solutions to (Pµε ). Then, there exists a constant

C > 0 such that ∫ T

0
‖∂tnµε ‖2L2(H1(Ω))∗ ≤ C. (4.7)

Proof. Given ϕ ∈ H1(Ω), multiplying the equation for n of (Pµε ) by ϕ and integrating by
parts, there exists C1 > 0 such that∫

Ω
∂tnϕ = −

∫
Ω
∇n · ∇ϕ−

∫
Ω
n(a+ w)ϕ

≤ C1

(
‖∇n‖L2(Ω) + ‖a‖L2(Ω) + ‖w‖L2(Ω)

)
‖ϕ‖H1(Ω),

where we used the boundedness of n in (2.6). It follows from (3.4) and(4.1) that∫ T

0
‖∂tn‖2(H1(Ω))∗ ≤ C1

(∫ T

0

∫
Ω
|∇n|2 +

∫ T

0

∫
Ω

(a2 + w2)

)
≤ C2(T + 1)

for some C2 > 0. This completes the proof.

We now prove the second main theorem on the convergence as ε→ 0 using previous a
priori estimates.

Theorem 4.3 (Convergence as ε→ 0) Let T > 0 and (Hα,β) and (HIC) be satisfied.
The weak solution of (Pµ0 ) exists and is unique. The classical solution (aµε , w

µ
ε , n

µ
ε ) of (Pµε )

converges to a limit (aµ, wµ, nµ) as ε→ 0 and (aµ +wµ, n) is the unique weak solution of
(Pµ0 ).

Proof. From (2.6), (3.4), (4.1) and (4.7), we deduce that{
aµε , w

µ
ε ∈ L2(QT ),

nµε ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)) ∩H1(0, T ; (H1(Ω))∗).

Since the Sobolev spaceH1 is compactly embedded in L2, and L2 is continuously embedded
in (H1(Ω))∗, by the Aubin-Lions lemma (Theorem 2.3 in [19]), we find that {nµε }εj∈(0,1) is
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strongly precompact in L2(QT ). Therefore, there exist (aµ, wµ, nµ) satisfying the following
convergences

aµε ⇀ aµ in L2(QT ), (4.8)

wµε ⇀ wµ in L2(QT ), (4.9)

nµε → nµ in L2(QT ) and a.e. in QT , (4.10)

along a subsequence ε = εji , i→∞. Then, we infer from (4.10) that

α(nµε )→ α(nµ), β(nµε )→ β(nµ) in L2(QT ) and a.e. in QT (4.11)

Multiplying the equation for aµε in (Pµε ) by ϕ ∈ C∞0 (QT ) and integrating over QT , we
obtain

−ε
∫∫

QT

aµεϕt = ε

(∫∫
QT

daa
µ
ε∆ϕ+

∫∫
QT

rnµεa
µ
εϕ

)
+

∫∫
QT

(β(nµε )wµε − α(nµε )aµε )ϕ,

which by taking the limit as ε = εj → 0 turns into

0 =

∫∫
QT

(β(nµ)wµ − α(nµ)aµ)ϕ,

where we used the convergence (4.8)–(4.11). Thus, β(nµ)wµ = α(nµ)aµ a.e. in QT . Now,
we multiply the equations for aµε and wµε in (Pµε ) by ψ ∈ C2,1(QT ) such that ψ(x, T ) = 0
in Ω and ∂νψ = 0 on ∂Ω× [0, T ]. Adding the results, we have

−
∫∫

QT

(aµε +wµε )ψt−
∫

Ω
(a0 +w0)ψ(·, 0) =

∫∫
QT

(daa
µ
ε +µwµε )∆ψ+

∫∫
QT

rnµε (aµε +wµε )ψ.

Taking the limit as ε = εj → 0, we obtain

−
∫∫

QT

bµψt −
∫

Ω
b0ψ(·, 0) =

∫∫
QT

γµ(nµ)bµ∆ψ +

∫∫
QT

rnµbµψ,

where bµ = aµ + wµ and γµ is given by (1.1). As to the equation for nµε in (Pµε ), we have

−
∫∫

QT

nµεψt −
∫

Ω
n0ψ(·, 0) =

∫∫
QT

dnn
µ
ε∆ψ −

∫∫
QT

nµε (aµε + wµε )ψ

for ψ ∈ C2,1(QT ) such that ψ(x, T ) = 0 in Ω and ∂νψ = 0 on ∂Ω × [0, T ]. Again taking
the limit as ε = εj → 0 and using (4.8)–(4.10), we obtain

−
∫∫

QT

nµψt −
∫

Ω
n0ψ(·, 0) =

∫∫
QT

dnn
µ∆ψ −

∫∫
QT

nµbµψ.

The uniqueness can be proved by a similar manner in the proof of Theorem 3.7.
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5 Traveling wave solution

We consider traveling wave solution of (Pµ0 ) with µ = 0 in one space dimension,{
bt = (γ0(n)b)xx + rnb
nt = −nb for x ∈ R, t > 0, (5.1)

where we take the diffusivity of the resource as dn = 0 as Keller and Segel did in their
seminal paper [14]. Note that Keller-Segel equations do not contain a population growth
term and the traveling wave phenomenon is driven by an advection term. However, Eq.
(5.1) contains a reaction term and a traveling wave phenomenon appears by an interaction
between the Fokker-Planck type diffusion and the reaction.

We introduce a moving frame variable ξ = x − ct, where c is a constant wave speed.
The traveling wave solution, (b(x, t), n(x, t)) = (b(x− ct), n(x− ct)), satisfies{

cb′ = −(γ0(n)b)′′ − rnb
cn′ = nb

for ξ ∈ R, (5.2)

where the notation ′ denotes the differentiation with respect to ξ. We consider traveling
wave solutions that satisfy boundary conditions,

b→ b± ≥ 0, n→ n± ≥ 0, b′ → 0, n′ → 0 as ξ → ±∞. (5.3)

In the next theorem, we show necessary conditions on the boundary values b±, n± for
the existence of a traveling wave solution with a positive wave speed. We also find the
monotonicity of traveling wave solutions.

Theorem 5.1 (Monotonicity) Suppose that there exists a smooth nontrivial traveling
wave solution (b, n) of (5.2)–(5.3) with a positive wave speed c > 0. (i) The nutrient
density n is an increasing function, and the boundary values satisfy

n− = 0, b+ = 0, and b− = rn+ > 0. (5.4)

(ii) If γ′′0 (n) ≥ 0, the cell density b is a decreasing function.

Proof. (i) The monotonicity of n comes from the second equation of (5.2) and hence
n+ > 0. Since n′ → 0 as ξ → ±∞, we should have n±b± = 0 and hence b+ = 0 by the
second equation of (5.2). To see the boundary values at −∞, integrate the first equation
of (5.2). Then, we have

c(b+ − b−) = −cb− = −
∫ ∞
−∞

rnb dξ < 0.

Therefore, b− > 0 and n− = 0. Since cn′ = nb, the above relation gives

cb− =

∫ ∞
−∞

crn′ dξ = cr(n+ − n−) = crn+.

Therefore, b− = rn+.
(ii) First, we show that n(ξ) > 0 for all ξ ∈ R. Suppose to the contrary that there

exists ξ0 such that n(ξ0) = 0. Then, by the monotonicity of n, n(ξ) = 0 for all ξ ≤ ξ0.
From (5.2), we have

cb′ = −(γ0(n)b)′′ − rcn′.
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Integrating the result from −∞ to ξ, we obtain

c(b− b−) = −(γ0(n)b)′ − rcn = −dγ0

dn
n′b− γ0(n)b′ − rcn. (5.5)

Since n(ξ) = 0 for ξ ≤ ξ0 and γ0(0) = 0, we have b(ξ) = b− for all ξ ≤ ξ0. We may consider
the second equation of (5.2) as an ODE for n with a given b. Then, by the uniqueness of
an initial value problem, the solution should be the trivial one n(ξ) ≡ 0 for all ξ ∈ R.

For the cell density b, we show that b′(ξ) ≤ 0 for 0 < b(ξ) < rn+. The first equation of
(5.2) gives that

γ0(n)b′′ +

(
2
dγ0

dn
n′ + c

)
b′ +

(
d2γ0

dn2
(n′)2 +

dγ0

dn
n′′ + rn

)
b = 0. (5.6)

Taking the derivative with respect to ξ to the second equation of (5.2), we have

cn′′ = n′b+ nb′. (5.7)

Combining (5.6) and (5.7), we obtain

γ0(n)b′′ +

(
2
dγ0

dn
n′ +

1

c

dγ0

dn
nb+ c

)
b′ +

(
d2γ0

dn2
(n′)2 +

1

c

dγ0

dn
n′b+ rn

)
b = 0.

Then, due to the non-negativity of γ′0(n), γ′′0 (n), n′, and b, and the strict positivity of n we
have

γ0(n)b′′ ≤ −
(

2
dγ0

dn
n′ +

1

c

dγ0

dn
nb+ c

)
b′. (5.8)

Next, we assume b is not a decreasing function and derive a contradiction. If so, there
exists ξ1 ∈ R such that b′(ξ1) > 0. Since b+ = 0 < b(ξ1), there exists ξ0 > 0 such that
b′(ξ0) = 0 and b′(ξ) > 0 on [ξ1, ξ0). There are two possible cases. First, if b′(ξ) > 0 on
(−∞, ξ0), (5.8) implies that b′′ ≤ 0 for on (−∞, ξ0). However, by the boundary conditions,
b′(ξ) → 0 as ξ → −∞ and as ξ → ξ0. Concave functions that satisfy the boundary
conditions are only constant functions, which is a contradiction. Second, if there exists
ξ < ξ1 such that b′(ξ) ≤ 0, there exists ξ2 < ξ1 such that b′(ξ) > 0 on (ξ2, ξ0) and b′(ξ2) = 0.
Then, by (5.8) again, b is concave on (ξ2, ξ0). Therefore, b is a constant function which is a
contradiction again. Therefore, there is no point such that b′(ξ) > 0 and b is a decreasing
function.

In the next theorem, we show the necessary conditions on the boundary values b±, n±
for the existence of a traveling wave solution is also sufficient if the wave speed is greater
than a minimum speed.

Theorem 5.2 (Existence) Suppose that the boundary values satisfy (5.4). There exists
a nontrivial traveling wave solution (b, n) of (5.2)–(5.3) for all c ≥ c∗ := 2

√
rγ0(n+)n+.

In the following discussion, we construct the traveling wave solution using classical
phase plane analysis and complete the proof of the theorem. Denote

u := γ0(n)b.

Then, the first equation of (5.2) is written as

cb′ = −u′′ − rnb = −u′′ − crn′.
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Integrate it over (ξ,∞) and obtain

−cb = u′ + cr(n− n+).

Multiply γ0(n) and rewrite it as

γ0(n)u′ = −cu− cγ0(n)r(n− n+).

The second equation of (5.2) is written as

cγ0(n)n′ = un.

Since γ0(n) > 0 and n is monotone, we may define a new variable z such that dz
dξ = 1

γ0(n) .

From now on, we take the same notation �̇ for the differentiation with respect to z. Then,
we obtain {

ṅ = 1
cun,

u̇ = −cu− crγ0(n)(n− n+),
(5.9)

which takes two critical points,

(n, u) = (0, 0) and (n+, 0).

Next, we construct a traveling wave trajectory that starts from (n, u) = (0, 0) and heads
to (n, u) = (n+, 0) using phase plane analysis.

For the stability analysis, consider the Jacobian matrix of the system,

J =

[
u/c n/c

−crγ′0(n)(n− n+)− crγ0(n) −c

]
.

For the steady state, (n, u) = (n+, 0), the eigenvalues satisfy

λ2 + cλ+ rγ0(n+)n+ = 0.

Since rγ0(n+)n+ > 0 and c > 0, the real part of eigenvalues are negative. Hence, (n, u) =
(n+, 0) is a stable steady state. If

c > 2
√
rγ0(n+)n+ =: c∗,

then both eigenvalues are real and negative. If c < c∗, the two eigenvalues are complex
numbers with negative real parts. Therefore, (n+, 0) is a spiral and nonnegative traveling
wave does not exist. Let c > c∗ and λ1 and λ2 be the negative eigenvalues such that
λ2 < λ1 < 0. Then, the corresponding eigenvectors are

ei =

[
1
cλi
n+

]
, i = 1, 2.

Consider the other steady state, (n, u) = (0, 0). First we know that this is an unstable
steady state. Since γ0(0) = 0, eigenvalues satisfy

λ2 + cλ = 0.
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Denote the two eigenvalues by λ3 = 0 and λ4 = −c and the corresponding eigenvectors by
e3, e4, where

e3 =

[
1

rγ′0(0)n+

]
and e4 =

[
0
1

]
.

Since one of the eigenvalues is zero, the linear analysis does not decide the stability of the
steady state. To determine the solution trajectory at (0, 0), we consider a normal form by
taking a new variable v := u− rγ′0(0)n+n. Then, by (5.9), the equation of n turns into

cṅ = nu = n(rγ′0(0)n+n+ v) = rγ′0(0)n+n
2 + nv.

Therefore, v satisfies

v̇ = −rγ′0(0)n+ṅ+ u̇

= −(rγ′0(0)n+)2

c
n2 − rγ′0(0)n+

c
nv − cv − crγ′0(0)n+n− crγ0(n)(n− n+).

(5.10)

Thus, the new system in (n, v) is{
ṅ =

rγ′0(0)n+

c n2 + 1
cnv,

v̇ = − (rγ′0(0)n+)2

c n2 − rγ′0(0)n+

c nv − cv − crγ′0(0)n+n− crγ0(n)(n− n+).
(5.11)

Linearizing the system at (n, v) = (0, 0), we obtain

J(0, 0) =

[
0 0
0 −c

]
,

which enables us to find the same eigenvalues λ5 = 0, λ6 = −c with corresponding eigen-
vectors

e5 =

[
1
0

]
and e6 =

[
0
1

]
.

Following the center manifold theorem in [4], there is a solution trajectory of (5.10) locally
around (0, 0), which is approximated by

v = h(n) = c2n
2 + c3n

3 +O(n4) (5.12)

so that the center manifold is tangent to e5. Then, by the equation of n in (5.11), we have

v̇ = h′(n)ṅ = (2c2n+ 3c3n
2 + · · · )

(
rγ′0(n)n+

c
n2 +

n

c
(c2n

2 + c3n
3 + · · · )

)
. (5.13)

On the other hand, substituting (5.12) into the equation of v in (5.11) and using a Taylor
expansion of γ(n), we find

v̇ =− (rγ′0(0)n+)2

c
n2 − rγ′0(0)n+

c
n(c2n

2 + c3n
3 + · · · )− c(c2n

2 + c3n
3 · · · )

− crγ′0(0)n+n− cr
(
γ′0(0)n+

γ′′0 (0)

2
n2 + · · ·

)
(n− n+).

(5.14)

Equating the coefficients of n2 in (5.13) and (5.14), we obtain

c2 = −(rγ′0(0)n+)2

c2
− rγ′0(0) +

rγ′′0 (0)n+

2
.

19



Thus, the center manifold for (5.11) is

v = c2n
2 +O(n3),

which determines the center manifold for (5.9) such that

u = rγ′0(0)n+n+ c2n
2 +O(n3).

Substituting the results into the equation of n in (5.9), we have

dn

dz
=

1

c

(
rγ′0(0)n+n

2 + c2n
3 +O(n4)

)
.

so that n→ 0 as well as u→ 0 as z → −∞. Therefore, the solution trajectory starts from
(0, 0) along the e3 direction.

Remark 5.3 Notice that (0, 0) is unstable and (n+, 0) is stable. Therefore, the traveling
wave is a mono-stable one. We expect that there is a minimum wave speed c∗ > 0 and
there exists a traveling wave for each c ≥ c∗. The more meaningful traveling wave is the
minimum speed one. We should understand the case c = c∗ more than other cases.

The phase plane equation of (5.9) is

du

dn
=

c2

un
(−u− rγ0(n)(n− n+)).

Denote the zero slope isocline by

u(n) = −rγ0(n)(n− n+).

The monotonicity of the solution switches along this curve. If c > c∗, then

du

dn

∣∣∣∣
n=n+

= −rγ0(n+) >
cλ2

n+
,

where cλ2/n+ is the slope of the eigenvector e2.
Now we find an invariant region of the vector field to (5.9). We may consider the

triangular region which is bounded by the u-axis, n-axis, and a straight line,

u = f(n) := −k(n− n+),

for some k > 0. We want to show that there exists k > 0 such that, for all 0 < n < n+,

du

dn

∣∣∣∣
u=f(n)

< −k. (5.15)

The inequality in (5.15) is written as

c2

−k(n− n+)n
(k(n− n+)− rγ0(n)(n− n+)) < −k.

Direct calculations show that the above is equivalent to

nk2 − c2k + c2rγ0(n) < 0 for n < n+. (5.16)
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Since γ0(n) is an increasing function, (5.16) holds if

n+k
2 − c2k + c2rγ0(n+) < 0. (5.17)

If c > c∗, then c4−4c2rγ0(n+)n+ > 0. Therefore, there exists k > 0 such that (5.17) holds.
The above results implies that the slope of the vector field on the line u = f(n) is always
less than the slope of u = f(n). Furthermore, the slope of the vector field on the u-axis
(n-axis) is negative infinite (positive infinite). In conclusion, we obtain the existence of the
trajectory from (0, 0) to (0, n+).

Remark 5.4 The above existence result has been shown under γ0(n)n < γ0(n+)n+ for
all n < n+. Note that γ0(n)n < γ0(n+)n+ holds for all n+ > 0 if and only if γ0(n)n is
increasing. Hence, the monotonicity of γ0(n) is not essential.

6 Discussions and Memories

The late Professor Mayan Mimura introduced the model system (P0
ε ) to Y.-J. Kim and C.

Yoon in 2016 as a mesoscopic-scale level bacterial behavior model that connects microscopic-
scale bacterial wave phenomena to a macroscopic-scale nonlinear diffusion model. However,
after the first round of discussions at Meiji University in 2017, the project was forgotten.
Recently, chemotaxis models with nonlinear diffusion have been actively studied with or
without population dynamics (see [3, 6, 9, 16, 17, 20, 21, 22]) and they realized that
Mayan’s idea provides a theoretical background of such chemotaxis models. The project
was brought back to life for the purpose and the first result is this paper.

The original idea was to show that the solutions of (P0
ε ) converge to the solutions of

(P0
0 ) as ε→ 0. However, the singularity in the problem (P0

ε ) did not allow the convergence
proof to authors. Instead, they considered a regularized problem (Pµε ) and showed conver-
gence as ε→ 0 with fixed µ > 0 and as µ→ 0 with fixed ε > 0. These processes show the
dynamics how the linear diffusion in the mesoscopic-scale level can produce a nonlinear
diffusion in a macroscopic-scale level. In Section 5, it is shown that the resulting nonlinear
diffusion problem provides a traveling wave phenomenon. However, the obtained travel-
ing wave is not of pulse-type, but of Fisher-KPP type. Indeed, only the minimum wave
speed, c∗ =

√
rγ0(n+)n+, is decided, where the boundary condition n+ is the amount

of resource before consumption. Then, there exist traveling wave solutions for all speed
c ≥ c∗. Furthermore, the shape of traveling waves are not of pulse-type, but of front-type
with monotonicity. The main conclusion of the paper is that linear diffusion does not pro-
duce wave pulse (or band) and the chemotactic wave pulse is an indication of chemotactic
mechanisms.

In the accompanying modeling paper [15], two modifications of (Pµε ) are considered to
explain experimentally observed patterns. In the first modification, chemotaxis has been
added to active cells. The only change is the replacement of the linear diffusion da∆a with
∆(φ(n)a) with a decreasing function φ. This change brought traveling wave band of the
experiments. In the second modification, an extra resource is added which correspond to
oxygen in the experiment. This modification gave the second chemotactic wave. These
studied are done numerically only. We can see that the linear model (Pµε ) can play as a
foundation of various models for the study of chemotaxis phenomena.
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[8] Ján Eliaš, M Humayun Kabir, and Masayasu Mimura. On the well-posedness of a
dispersal model for farmers and hunter–gatherers in the neolithic transition. Mathe-
matical Models and Methods in Applied Sciences, 28(02):195–222, 2018.

[9] K. Fujie and J. Jiang. Global existence for a kinetic model of pattern formation with
density-suppressed motilities. Journal of Differential Equations, 269(6):5338–5378,
2020.

[10] H.-Y. Jin, Y.-J. Kim, and . Wang. Boundedness, stabilization, and pattern forma-
tion driven by density-suppressed motility. SIAM Journal on Applied Mathematics,
78:1632–1657, 2018.

[11] Hai-Yang Jin, Shijie Shi, and Zhi-An Wang. Boundedness and asymptotics of a
reaction-diffusion system with density-dependent motility. Journal of Differential
Equations, 269(9):6758–6793, 2020.

[12] Hai-Yang Jin and Zhi-An Wang. Critical mass on the keller-segel system with signal-
dependent motility. Proceedings of the American Mathematical Society, 148(11):4855–
4873, 2020.

22



[13] Hai-Yang Jin and Zhi-An Wang. Global dynamics and spatio-temporal patterns of
predator–prey systems with density-dependent motion. European Journal of Applied
Mathematics, 32(4):652–682, 2021.

[14] E. Keller and L. Segel. Traveling bands of chemotactic bacteria: A theoretical analysis.
J Theor Biol, 30:235–248, 1971.

[15] Y.-J. Kim and C. Yoon. Modeling bacterial traveling wave patterns. 2022.

[16] W. Lv and Q. Wang. Global existence for a class of chemotaxis systems with
signal-dependent motility, indirect signal production and generalized logistic source.
Zeitschrift für angewandte Mathematik und Physik, 71:53, 2020.

[17] M. Ma, R. Peng, and Z. Wang. Stationary and non-stationary patterns of the density-
suppressed motility model. Physica D: Nonlinear Phenomena, 402:132259, 2020.

[18] Jeff Morgan. Global existence for semilinear parabolic systems. SIAM journal on
mathematical analysis, 20(5):1128–1144, 1989.

[19] Roger Temam. Navier-Stokes equations: theory and numerical analysis, volume 343.
American Mathematical Soc., 2001.

[20] J. Wang and M. Wang. Boundedness in the higher-dimensional keller-segel model
with signal-dependent motility and logistic growth. Journal of Mathematical Physics,
60:011507, 2019.

[21] M. Winkler. Can simultaneous density-determined enhancement of diffusion and
cross-diffusion foster boundedness in keller–segel type systems involving signal-
dependent motilities? Nonlinearity, 33(12):6590–6623, 2020.

[22] C. Yoon and Y.-J. Kim. Global existence with pattern formation in cell aggregation
model. Acta. Appl. Math., 149:101–123, 2017.

23


