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Abstract

We examine a generalized KPP equation with a “q-diffusion”, which is a
framework that unifies various standard linear diffusion regimes: Fickian diffusion
(q = 0), Stratonovich diffusion (q = 1/2), Fokker-Planck diffusion (q = 1), and
nonstandard diffusion regimes for general q ∈ R. Using both analytical methods
and numerical simulations, we explore how the ability of persistence (measured
by some principal eigenvalue) and how the asymptotic spreading speed depend
on the parameter q and on the phase shift between the growth rate r(x) and the
diffusion coefficient D(x).

Our results demonstrate that persistence and spreading properties generally
depend on q: for example, appropriate configurations of r(x) and D(x) can be
constructed such that q-diffusion either enhances or diminishes the ability of per-
sistence and the spreading speed with respect to the traditional Fickian diffusion.
We show that the spatial arrangement of r(x) with respect to D(x) has markedly
different effects depending on whether q > 0, q = 0, or q < 0. The case where
r is constant is an exception: persistence becomes independent of q, while the
spreading speed displays a symmetry around q = 1/2.

This work underscores the importance of carefully selecting diffusion models
in ecological and epidemiological contexts, highlighting their potential implica-
tions for persistence, spreading, and control strategies.

Keywords: Fickian diffusion; Fokker-Planck diffusion; Stratonovich; KPP equa-
tion; Spreading speed; Phase shift

AMS Subject Classifications: 35K57, 35B40, 92D25, 60J70, 35Q92.
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1 Introduction

We consider the following reaction-diffusion equations, indexed by a parameter q ∈ R:

∂tu(t, x) = ∂x
(
D(x)1−q∂x(D(x)qu)

)
+ f(x, u), t > 0, x ∈ R. (1)

Here, the function x 7→ D(x) is positive and 1-periodic, the function x 7→ ∂uf(x, 0)
is 1−periodic, and f satisfies the KPP condition (we will give the precise definition
below). Equivalently, (1) can be written:

∂tu(t, x) = ∂x (D(x)∂xu) + q∂x (D
′(x)u) + f(x, u), t > 0, x ∈ R. (2)

Our primary goal is to analyze the persistence and spreading properties of the solutions
u(t, x) for varying values of q ∈ R. In Equation (1), the term ∂x (D(x)1−q∂x(D(x)qu))
can be referred to as the “q−diffusion operator”, and appears in several recent papers
[1, 20, 21, 28]. Let us describe why q-diffusion operators have recently raised so much
interest.

Since Einstein’s seminal work on Brownian motion [13], the parabolic partial dif-
ferential equation (PDE) ∂tu(t, x) = D∂xxu(t, x) with constant diffusion coefficient D
has been recognized for its solid physical underpinnings: the solution u(t, x) is typically
interpreted as the density of particles undergoing independent Brownian motions. From
this starting point, there are several ways to introduce heterogeneity in the movement
of particles.

A first way to introduce heterogeneity in the movement of particles in (1) is to
use the Fokker-Planck equation associated to an Itô stochastic differential equations
(SDEs), formulated as

dXt = σ(Xt) dWt. (3)

Here, dWt denotes a forward increment in time of a standard Brownian motion [16].
The SDE (3) modifies Brownian motion by incorporating a spatio-temporal variability
in the movements of particles, as indicated by the position-dependent random driving
force σ(Xt). For instance, σ takes lower values in regions where the motion of particles is
slower. The associated Fokker-Planck equation describes the dynamics of the transition
probability density u(t, x) = P (X(t) = x|X(0) = x0) [16]:

∂tu(t, x) = ∂xx(D(x)u), t > 0, x ∈ R, (4)

whereD(x) = σ2(x)/2 and ∂xx(D(x)u) corresponds to the diffusion term in (1) with q =
1. The 1-diffusion will be called, throughout this paper, the Fokker-Planck diffusion.

A second standard way to introduce heterogeneity in the movement of particles is
to use Fickian diffusion [15]. Fickian diffusion is commonly derived from the physi-
cal interplay between particle flux, concentration, and concentration gradient [12, 14].
Particles naturally migrate from regions of higher density to regions of lower density,
so this diffusion eventually leads to a homogeneous density of particles. More precisely,
Fickian diffusion is derived from Fick’s Law, which posits that the particle flux is pro-
portional to the concentration gradient. In this context, the proportionality coefficient
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D(x) represents the rate at which particles diffuse through a medium, accounting for
spatial variations in the medium properties. This construction leads to the following
PDE:

∂tu(t, x) = ∂x(D(x) ∂xu), t > 0, x ∈ R, (5)

which corresponds to the diffusion term in (1) with q = 0. The 0-diffusion will be called,
throughout this paper, the Fickian diffusion.

Third, Wereide [40] formulated a diffusion law corresponding to the case where
q = 1/2. This law incorporates the phenomenon of thermo-diffusion, where particles
migrate not only in response to a concentration gradient but also under the influence
of a temperature gradient. Considering the SDE (3) but with Stratonovich integration
instead of Itô integration, the density u(t, ·) of the law of the particle at time t satisfies

∂tu(t, x) = ∂x

(√
D(x)∂x

(√
D(x)

)
u
)
, t > 0, x ∈ R, (6)

where D(x) = σ2(x)/2 corresponds to the diffusion term in (1) with q = 1/2. The
1/2-diffusion will be called the Stratonovich diffusion. More recently, Kim and Seo [22]
developed heterogeneous diffusion equations from reversible kinetic systems and com-
pared various diffusion laws through a theoretical experiment. Notably, they derived
the Stratonovich diffusion law as a particular instance of their model.

The Fokker-Planck, Fickian and Stratonovich diffusion laws can also emerge as
limits of stochastic processes. The Itô integral interpretation of the equation dXt =
σ(Xt) dWt assumes that the jump Xt+δt −Xt (for a time step δt going to 0) depends
on the intensity σ(Xt) of the stochastic process at the departure point Xt. This in-
terpretation leads to the Fokker-Planck diffusion. The analysis in [38] indicates that
adopting an alternative assumption, where the length of the jump depends on the value
of σ at an intermediate point qXt+(1− q)Xt+δt (for q ∈ R), leads to the diffusion term
∂x (D(x)1−q∂x(D(x)qu)). More precisely, Xt being defined, Xt+δt is implicitly defined,
for δt small enough, by

Xt+δt −Xt = σ (qXt + (1− q)Xt+δt) (Wt+δt −Wt).

Then, Fickian diffusion (q = 0) is characterized by a dependency on the arrival point
and Stratonovich diffusion (q = 1/2) is characterized by a dependency on the midpoint.
Alternative constructions of q-diffusions are explored in [1], which relies upon waiting
times instead of jump lengths, and in [29, 32], which rely upon the transition probability
in discrete time and discrete space. In [32], the authors focus particularly on the cases
q = 1 (Fokker-Planck diffusion) and q = −1. The latter is interpreted as attractive
dispersal, i.e. the probability of jumping to one’s neighbor depends on the environment
at that neighbor. We emphasize that the derivations in these works rely on different
factors of random walk systems (length of jumps, waiting time, probability of jumping).
The reference point at which this factor is considered (middle point, end point, etc.)
depends not only on q but also on the original probabilistic model.
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Problematic of this work. In the field of reaction-diffusion equations, both Fokker-
Planck and Fickian diffusion operators are commonly encountered to model hetero-
geneous diffusions (for instance [2, 10, 23, 36] use Fickian diffusion and [30, 31] use
Fokker-Planck diffusion). There appears to be a preference for the use of Fickian
diffusion ∂x(D(x)∂xu), due to its self-adjoint nature, which facilitates mathematical
computations.

The above presentation indicates that the Fokker-Planck diffusion operator ∂xx(D(x)u)
should be more relevant for the description of Brownian-like individual movements when
individuals move differently based on the local information that is accessible to them.
Several authors advocate for the use of the Fokker-Planck diffusion in biological systems
[19, 32, 35, 37, 38]. In contrast, the Fickian diffusion operator is thought to be more
suitable for passive physical phenomena, such as the dilution of a dye in a liquid or the
diffusion of heat in a heterogeneous medium1. As scientific authors in mathematical
ecology often seem to use them interchangeably, depending on the technical constraints
related to mathematical proofs or based on the modeling works to which they refer, it
seems important to understand the concrete effect related to this choice. For example,
as underscored by [3] (refer also to [34]), it is well-established that the formation of
patterns in spatially inhomogeneous diffusive systems is significantly more pronounced
when diffusion follows the Fokker-Planck law, as opposed to Fick’s law.

Reaction-diffusion models predominantly aim at examining the persistence or ex-
tinction of populations and their spatial spreading dynamics. In this context, the main
goal of our work is to analyze the persistence and spreading dynamics of the model in
Equation (1), with a focus on the parameter q. Specifically, we investigate whether the
assumption of a Fickian or Fokker-Planck diffusion significantly affects the outcomes.

Layout. In Section 2, we give our general assumptions and standard properties of
equations of the form (1) under a KPP assumption. Next, in Section 3, we give our
main results, along with the main ideas of proofs. We add an analysis of some numerical
results. We discuss our results in Section 4. Last, Section 5 is devoted to the proofs.

2 Main assumptions and standard properties

2.1 Assumptions

The diffusion coefficient D(x) is assumed to be positive, 1-periodic and of class C2,α

(with α > 0). The function f : R×R+ → R is assumed to be of class C1,α with respect
to (x, u) and C2 with respect to u. We also assume that f is 1-periodic with respect to
x and that f(x, 0) = 0 for all x ∈ R. We define

r(x) :=
∂

∂u
f(x, u)

∣∣∣∣
u=0

.

1It was experimentally shown in [21] that dye particles diffuse in acrylamide gel according to the
q−diffusion operator approximately with q ∼= 0.25.
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When u represents a population density, this coefficient r(x) is often interpreted as the
intrinsic growth rate of the population.

Furthermore, throughout the paper, we assume the following, which is a (slightly
stronger) variant of the KPP assumption:

∀x ∈ R, u 7→ f(x, u)

u
is decreasing in u > 0 (7)

and, for all q ∈ R,

∃Mq ≥ 0, ∀u ≥Mq, ∀x ∈ R, f(x, u) + qD′′(x)u ≤ 0. (8)

In particular, these assumptions ensure the existence and uniqueness of a positive sta-
tionary state to (1), i.e. a periodic solution p > 0 to

∂x(D
1−q∂x(D

qp)) + f(x, p) = 0, x ∈ R,

see [8]. Examples of functions f satisfying (7-8) for all q ∈ R include f(x, u) = r u(1−u)
or f(x, u) = u(r(x)− γ(x)u), where r and γ are C1,α periodic functions. The regularity
assumptions on r and γ (and thus on f) could be relaxed, for example, to L∞, but it
would require us to deal with Sobolev spaces W 2,p rather than Hölder spaces C2,α.

2.2 Standard persistence and spreading properties

For q ∈ R, we let L0
q be the operator defined by

L0
qψ = ∂x(D

1−q∂x(D
qψ)) + rψ.

For λ ∈ R, we define the operator Lλ
q as follows:

Lλ
qψ(x) = eλxL0

q

(
y 7→ e−λyψ(y)

)
.

More explicitly, we have:

Lλ
q : ψ 7→ Dψ′′ + ((1 + q)D′ − 2λD)ψ′ +

(
qD′′ + λ2D − (1 + q)λD′ + r

)
ψ.

We define the principal eigenvalue kλq of Lλ
q as the unique real number for which there

exists a 1−periodic function φ > 0 satisfying

Lλ
qφ = kλqφ.

For each q, λ ∈ R, the existence and uniqueness of the pair (φ, kλq ) (up to multiplication
of φ by a constant) is guaranteed by the Krein-Rutman theory. For the sake of explicit-
ness, we will usually use the notations Lλ

q [r;D] and kλq [r;D] to insist on the dependency
on the coefficients r and D.

We now state two important properties of the principal eigenvalues kλq [r;D] (λ ∈ R)
to justify why their properties are crucial to the study of the solutions of Equation (1).
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First, we focus on the persistence of the population. By “persistence”, we will refer
to the property that starting from any bounded and continuous function u0, satisfying
u0 ≥ 0 and u0 ̸≡ 0, the solution u(t, x) to the Cauchy problem (1) with initial condition
u(0, ·) = u0, satisfies

lim inf
t→+∞

sup
x∈R

u(t, x) > 0.

If persistence holds, assumptions (7)-(8) ensure that the solution converges in large
time to the unique positive stationary solution p. Persistence holds if, and only if

k0q [r;D] > 0, (9)

see [6]. On the other hand, if k0q [r;D] ≤ 0, then, starting from any bounded continu-
ous and nonnegative initial condition u0 with compact support, the solution converges
uniformly to 0. This means, from the point of view of modeling, that the population
gets extinct.

In this article, we call k0q [r;D] the “ability of persistence” for the parameters q, r
and D. Indeed, a population described by Equation (1) is more resilient to constant
perturbations of its growth rate when k0q [r;D] is higher. Specifically, if κ > 0 is a
constant, then k0q [r − κ;D] = k0q [r;D] − κ becomes negative if k0q [r;D] is small. Con-
sequently, a higher value of k0q [r;D] increases the “likelihood” of persistence under a
constant perturbation of r.

Second, let us define the spreading speed (to the right) c∗q[r;D] by:

c∗q[r;D] = inf
λ>0

kλq [r;D]

λ
> 0. (10)

Equation (10) is called the Freidlin-Gärtner formula for the spreading speed. If c∗q[r;D] >
0, we say that the population spreads to the right. If u0 ̸≡ 0 is nonnegative and has a
compact support, then for each w ∈ (0, c∗q[r;D]),

lim inf
t→+∞

u(t, wt) > 0,

and for each w > c∗q[r;D] ,
lim

t→+∞
u(t, wt) = 0.

This means that if an observer moves to the right at a speed larger than c∗q[r;D], they
will see the solution decay to 0, while if the observer travels at a speed smaller than
c∗q[r;D], they will observe a density that remains bounded from below by a positive con-

stant. More precisely, the solution u converges locally uniformly, on
{
|x| ≤ c∗q[r;D]t

}
,

to the unique stationary state p of Equation (1).
We know from [7, 24] that λ 7→ kλ0 [r;D] is strictly convex and reaches its minimum

at λ = 0. Using Proposition 3.3 below, we will see that λ 7→ kλq [r;D] has the same prop-
erties for all q ∈ R. Thus, if the condition for persistence is satisfied, the condition for
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spreading is also satisfied. Therefore, we have the following well-known, yet significant,
equivalence:

The condition for persistence k0q [r;D] > 0 is equivalent to

the condition for spreading c∗q[r;D] > 0.

In our context, the existence of a spreading speed and the formula (10) follow
from [4, 5, 39]. This framework was originally proposed in the work by Gärtner and
Freidlin [17] when q = 0.

Finally, let us mention that the spreading speed to the left can be defined as well,
and the same type of Freidlin-Gärtner formula holds [4, 5]:

c∗, leftq [r;D] = inf
λ>0

k−λ
q [r;D]

λ
.

In our context, the spreading speed to the left and the spreading speed to the right
coincide (see Proposition 3.9).

3 Results

We now state our results. We first prove that in general, the choice of the parameter q of
the q-diffusion operator has an influence on the ability of persistence and the spreading
speed. Second, we consider a constant reaction term r; then the ability of persistence
does not depend on q. Regarding the spreading speed, we prove that there is a sym-
metry around the Stratonovich diffusion. The Fickian diffusion and the Fokker-Planck
diffusion are symmetric with respect to the Stratonovich diffusion, and thus give the
same spreading speed. Third, we consider general r again and we give monotonicity and
non-monotonicity properties of the spreading speed with respect to the parameter q.
Last, we provide observations from numerical simulations.

Throughout this section, we work under the assumption that r ∈ C0,α(R) is 1−periodic
and D ∈ C2,α(R) is 1−periodic and positive.

3.1 Different behaviors with respect to q

In our first result, we show that the choice of the value of q may indeed have an
impact on the ability of persistence and on the spreading speed. In particular, through
appropriate choices of coefficients r and D, the q-diffusion operator can give rise to
a higher or lower ability of persistence and spreading speed with respect to Fickian
diffusion (q = 0).

Theorem 3.1. Consider a nonconstant D and let q ∈ R \ {0}.

(i) There exists r for which k0q [r;D] < k00[r;D] and cq[r;D] < c0[r;D];

(ii) There exists r for which k0q [r;D] > k00[r;D] and cq[r;D] > c0[r;D].
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Consider a nonconstant r and let q ∈ R \ {0}.

(iii) There exists D for which k0q [r;D] < k00[r;D];

(iv) There exists D for which k0q [r;D] > k00[r;D].

Remark 3.2. Using the same methodology as in item (i) of the theorem, it can be
shown that for every non-constant D and for |q| > |q̃|, there exists a function r such
that

kq[r;D] < kq̃[r;D], cq[r;D] < cq̃[r;D].

Let us now describe the main tools that we will use to prove Theorem 3.1. The first
ingredient for items (i) and (ii) is the following proposition, which gives a relationship
between the eigenvalues kλq [r;D] for different values of q.

Proposition 3.3. For all q ∈ R and λ ∈ R, we have

kλq [r;D] = kλ0 [r − hq;D],

with hq := −q
2
D′′ +

q2

4

(D′)2

D
.

This proposition shows that, in terms of persistence and spreading, Equation (1)
behaves as a Fisher-KPP equation with Fickian diffusion, but where the growth term r
is replaced by r − hq. Due to the periodicity of D, the arithmetic mean values of
r and r − hq can be compared: ⟨r − hq⟩A ≤ ⟨r⟩A, and the inequality is strict if D
is not constant. Additionally, ⟨r − hq⟩A is a decreasing function of q. On the other
hand, since D is periodic, there exists x0 in [0, 1] such that −hq(x0) > 0 and therefore
r(x0) < r− hq(x0). With such considerations, we will be able to conclude the first part
of items (i) and (ii) on persistence.

The second ingredient for items (i) and (ii) is the following proposition, which
allows us (in situations of persistence, but close to extinction) to extend a comparison
on k0q [r;D] to a comparison on c∗q[r;D].

Proposition 3.4. Let q, q̃ ∈ R and r, D be fixed. Assume that k0q [r;D] > k0q̃ [r;D] > 0.
Then, there exists κ0 ∈ (0, k0q̃ [r;D]) such that, for all κ ∈ (κ0, k

0
q̃ [r;D]),

c∗q[r − κ;D] > c∗q̃[r − κ;D] > 0.

Finally, for items (iii) and (iv), which only deal with a persistence property, we use
the following proposition.

Proposition 3.5. Let D and r be fixed. For all q ∈ R, we have:

lim
B→∞

k0q [r;BD] =

∫ 1

0

r
D−q∫ 1

0
D−q

.
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On the one hand, Proposition 3.5 implies that provided r > 0 and B is sufficiently
large, diffusion functions of the form BD = B r1/q lead to a higher ability of persistence
for the Fickian diffusion than for other values of q, due to the arithmetic-harmonic mean
inequality. The function Br1/q is “in phase” with r for q > 0 and is “out of phase” with
r for q < 0. We will prove (iii) in this way.

To prove the reverse inequality (iv), we will consider functions of the form D1 :=
BD, with B large enough, and for a function D such that 1/D is concentrated around
the maximum of r if q > 0, or D is concentrated around the maximum of r if q < 0.
Again, (iv) will follow from Proposition 3.5.

Since r is fixed in (iii) and (iv), it is not possible in general to choose D such that
the population is close to extinction, and to use Proposition 3.4 to extend the result on
persistence to a result on the spreading speeds, as we did for items (i) and (ii). However,
for every non-constant r, it can be stated that there exist pairs (D, κ) (where κ is a
constant) such that cq[r−κ;D] < c0[r−κ;D], and pairs (D, κ) for which cq[r−κ;D] >
c0[r − κ;D].

3.2 Constant growth rate r

In this section, we focus on the special case where the growth rate r is constant. The
main result of this section is the following theorem, which shows that the spreading
speeds for Fickian diffusion (q = 0) and Fokker-Planck diffusion (q = 1) coincide, as
they are, in some sense, symmetric. The center of this symmetry is the Stratonovich
diffusion (q = 1/2).

Theorem 3.6. Assume that r > 0 is constant. We have the following properties:

(i) The function q 7→ c∗q[r;D] is symmetric around 1/2, that is, for all q̃ ∈ R,

c∗1/2−q̃[r;D] = c∗1/2+q̃[r;D].

In particular, c∗0[r;D] = c∗1[r;D].

(ii) For q = 1/2, we have the explicit formula:

c∗1/2[r;D] = 2
√
r ×

〈√
D
〉
H
, with

〈√
D
〉
H
:=

(∫ 1

0

1√
D

)−1

.

(iii) The maximal speed is reached at q = 1/2:

c∗1/2[r;D] = max
q∈R

c∗q[r;D].

Item (i) of this theorem is somewhat unexpected, and the ideas of its proof are
explained below. Item (ii) is also remarkable, because it allows us to establish a con-
nection to previous work on slowly varying media, which we now detail.
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For L > 0, when D(x) is replaced by D(x/L), we can define the operators Lλ
q (L)

analogously to Lλ
q ; the operator Lλ

q (L) has a principal eigenvalue k
λ
q (L), depending on L,

and associated to a L−periodic principal eigenfunction. The criterion for persistence
still holds, and the spreading speed c∗q(L) is given by the Freidlin-Gärtner formula (10),
i.e.

c∗q(L) = inf
λ>0

kλq (L)

λ
.

Item (ii) of Theorem (3.6) gives an explicit formula for c∗1/2(1); this explicit formula
also appears in the context of slowly varying environments. Namely, as a consequence
of [18, Theorem 2.3], we have

lim
L→+∞

c∗0(L) = inf
λ>0

(
r

λ
+ λ

〈√
D
〉2
H

)
= 2

√
r ×

〈√
D
〉
H
,

which is equal to c∗1/2(1). Moreover, in the proof of Theorem 3.6 (ii), we will also prove

that c∗1/2(L) is in fact independent of L: thereby, for q = 1/2, the spreading speed does
not depend on the period. Let us close this discussion about different periods and keep,
from now on, L = 1.

The proof of Theorem 3.6 relies on three key propositions. The first proposition
turns the heterogeneous diffusion into a homogeneous diffusion with a drift term de-
pending on q. This transformation uses the space variable change y = h(x), where

h(x) :=

∫ x

0

dx′√
D(x′)

.

Note that 1/h(1) =
〈√

D
〉
H
.

Proposition 3.7. Let R(y) := r (h−1(y)), α(y) := ln (D (h−1(y))) and sq := 1
2
− q.

Let k̂λq be the h(1)−periodic principal eigenvalue of the operator L̂λ
q defined by

L̂λ
q : Φ 7→ ∂yyΦ− ∂y [(2λ+ sqα

′) Φ] +
(
R + λsqα

′ + λ2
)
Φ.

Then for all λ ∈ R and q ∈ R,

kλq [r;D] = k̂
λ⟨√D⟩

H
q .

As a consequence of Proposition 3.7, we have k0q = k̂0q and, using (10):

c∗q[r;D] =
〈√

D
〉
H
× inf

λ>0

k̂λq
λ
.

This result highlights a symmetry between Fickian diffusion (q = 0) and Fokker-Planck

diffusion (q = 1), since s0 = −s1. However, demonstrating that k̂λ0 = k̂λ1 or, more gener-

ally, that k̂λ1/2−q̃ = k̂λ1/2+q̃ for q̃ ∈ R remains a challenging task. The crucial ingredient is

the following result from [9], which implies that, given a periodic Schrödinger operator
with an advection term and a potential term proportional to the advection term, the
principal eigenvalue remains invariant under a sign change of the advection term.
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Proposition 3.8 ([9]). Let a ∈ C0,α(R) and b ∈ C1,α(R) be two 1−periodic functions.
Consider the two operators acting on 1−periodic functions:

M− : Φ 7→ ∂yyΦ− ∂y(bΦ) + aΦ and M+ : Φ 7→ ∂yyΦ + ∂y(bΦ) + aΦ.

If there exist β ∈ R and γ ∈ R such that a = β + γb, then M− and M+ have the same
principal eigenvalue.

Last, we will need to use the equality between the spreading speed to the left and
the spreading speed to the right. Owing to the nonsymmetric nature of Equation (1)
with respect to the variable x, this equality is not obvious. We state it in the following
proposition.

Proposition 3.9. For all q ∈ R and λ ∈ R, k−λ
q = kλq . As a consequence, the spreading

speed to the left and the spreading speed to the right coincide:

c∗q[r;D] = inf
λ>0

kλq [r;D]

λ
= inf

λ>0

k−λ
q [r;D]

λ
= c∗, leftq [r;D].

3.3 (Non-)monotonicity in q and limiting behavior as q → ±∞
We now go back to the case of general r and focus on the dependency of k0q [r;D] and
c∗q[r;D] with respect to q. Again, Proposition 3.7 will be central in the proofs.

Theorem 3.10. (i) Assume that all extremal points of D are non-degenerate (i.e.
D′′ ̸= 0 at these points). Let A be the set of points at which D reaches a local
minimum and let A be the set of points at which D reaches a local maximum.
Then, as q → ±∞, the ability of persistence k0q converges to the following limits:

lim
q→+∞

k0q [r;D] = max
x∈A

r(x), lim
q→−∞

k0q [r;D] = max
x∈A

r(x);

(ii) Assume that D is not constant. Then, as q → ±∞, the spreading speed c∗q[r;D]
converges to 0:

lim
q→±∞

c∗q[r;D] = 0.

Let us comment on this theorem. The limit as q → ±∞ of k0q [r;D] is similar to [11,
Theorem 1], which dealt with an eigenvalue problem with Neumann boundary condition
(instead of periodic boundary conditions). Our proof share similarities with their proof,
but has been adapted to the periodic setting. The second item seems quite surprising,
especially when it is compared to the first item: namely, we can have

lim inf
q→±∞

k0q [r;D] > 0

but
lim

q→±∞
c∗q[r;D] = 0.
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The first ingredient of the second item is the Feynman-Kac formula. Let u be the
solution to the linear Cauchy problem

∂tu(t, x) = ∂xx (D(x)u))− ∂x(b(x)u) + r(x)u, t > 0, x ∈ R,

with u(0, ·) = u0 (where b ∈ C1,α(R) is also 1−periodic). The Feynman-Kac formula
implies that u can be expressed in terms of a stochastic process (Xt)t≥0 as:

u(t, x) = Ex

[
u0(Xt) exp

(∫ t

0

r(Xt−s) ds

)]
. (11)

The process (Xt)t≥0 under the expectation Ex is defined by:

dXt = b(Xt) dt+
√

2D(Xt) dWt, X0 = x,

where (Wt)t≥0 is a standard Brownian motion. The Feynman-Kac formula will also be
useful in the proof of Proposition 3.7.

The second ingredient for the proof of the second item of Theorem 3.10 is the
following proposition, which deals with the exit time of an interval by the process (Xt)t≥0

when the intensity of the drift b goes to infinity.

Proposition 3.11. Let b ∈ C0,1(R) be a function such that there exists x0 ∈ [0, 1] with
b(x0) > 0. For s ∈ R, let (Xs

t )t≥0 solve

dXs
t = sb(Xs

t ) dt+
√
2 dWt, X0 = 1.

Let τ s := inf {t ≥ 0 / Xs
t ≤ 0} be the exit time from (0,+∞) of (Xs

t )t≥0. Then, for all
a > 0, as s→ +∞,

P (τ s ≤ a) → 0.

Let us now state our last main result. The simulations in Section 3.4 suggest that
q 7→ k0q [r;D] is monotonic. In fact, the monotonicity of q 7→ k0q [r;D] depends on the
situation and does not hold in general. Finally, the monotonicity of c∗q[r;D] never holds
if spreading can occur.

Theorem 3.12. Let κ : q 7→ k0q [r;D]. We have:

(i) If r is a constant, then κ(q) = r for all q ∈ R;

(ii) For this item, assume the following:

(a) D and r are monotonic on [0, 1/2], 1−periodic and even (thus D and r are
also monotonic on [1/2, 1]);

(b) D ∈ C3(R) and r ∈ C4(R);
(c) r′ ̸= 0 on (0, 1/2); r′′(0) ̸= 0 and r′′(1/2) ̸= 0.

12



Then κ is monotonic. If D and r have the same monotonicity on [0, 1/2], then κ
is nonincreasing. If D and r have opposite monotonicity, then κ is nondecreasing;

(iii) On the other hand, there exist r and D such that κ is not monotonic;

(iv) Assume that there exists q ∈ R such that k0q > 0. Then the function q 7→ c∗q[r;D]
is not monotonic.

Item (i) of this theorem is standard. Item (ii) shows, similarly to Proposition 3.5
but in greater details, that increasing q (for instance by shifting from Fickian to Fokker-
Planck diffusion) enhances the ability of persistence when r and D are in phase, and
decreases it when r and D are out of phase. It is proved by using the Feynman-Kac
formula. The third item is proved by constructing an explicit counterexample. The
fourth item is proved by using Theorem 3.10.

3.4 Numerical simulations

We use standard matrix methods in Python (SciPy and ARPACK libraries using the
eigs function) together with a finite difference approximation to determine the principal
eigenvalue kλq [r;D] for discrete values of λ. This information is then used in conjunc-
tion with the Freidlin-Gärtner formula (10) to yield an approximate value of c∗q[r;D]. A
Jupyter notebook is available at DOI: 10.17605/OSF.IO/GDQVP. This method is ex-
pected to be more reliable than the direct simulation of the solution to (1) conducted in
previous studies ([23] for q = 0 and [3] for q ∈ [0, 1]) for multiple reasons: (i) it does not
require a finite domain approximation since the eigenvalue problem is solved over one
period; (ii) it avoids reliance on a finite time approximation to estimate the spreading
speed; (iii) it circumvents the challenges posed by nonlinearity (the eigenvalue problem
defining kλq [r;D] is linear).

Constant r case. In the computations presented in Fig. 1, we begin by examining
the dependency of c∗q[r;D] on q, where r ≡ r0 is a constant. As expected from the
result of Theorem 3.6, we find that the speed q 7→ c∗q[r;D] is symmetric with respect
to q = 1/2, and is maximal at q = 1/2. This is also consistent with previous results in
[3] for q ∈ [0, 1], where q 7→ c∗q[r;D] is close to its maximum and therefore exhibits a
parabolic shape. Outside of this range, we observe that c∗q[r,D] decays, and converges
to 0 (we get c∗q[r,D] ≈ 0.01 with q = 50) as q → ±∞, which is consistent with the
result of Theorem 3.10.

Effect of a phase shift between r and D. Next, we explore how k0q [r;D] (the
principal eigenvalue determining the ability of persistence) and the spreading speed
c∗q[r;D] vary with a phase shift ω between r and D, see Fig. 2. More precisely, we set
D(x) = C + r(x + ω), for some constant C ensuring D > 0, with ω ∈ [0, 1]. Here,
ω = 0 means that r and D are “in phase” and ω = 1/2 means that r and D are
“out of phase”. We consider six values of q: q = 0 (Fick), q = 1/2 (Stratonovich),
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q = 1 (Fokker-Planck), q = 2, q = −1 (called attractive dispersal or AD in [32]), and
q = −1/2. As expected from Proposition 3.5 and Theorem 3.10 (i), the effect of the
phase shift ω on k0q [r;D] (and therefore on c∗q[r;D]) depends strongly on q.

For q ≥ 0, consistently with previous findings ([23] in the Fickian case, see also
Theorem 5.1 in [25]), the highest speeds and highest values of k0q are achieved when r
and D are out of phase (ω = 1/2). In other terms, k0q [r;D] and c∗q[r;D] tend to increase
with ω ∈ (0, 0.5). However, this effect is mild for q = 0, as k00[r;D] appears to be
independent of ω. The amplitude of the effect of ω seems to increase with q. This can
be interpreted as follows: when q > 0, the term q∂x (D

′(x)u) in (2) causes individuals
to concentrate around regions where D(x) is minimal. This concentration can enhance
persistence (k0q [r;D]) if the minimum of D(x) coincides with the maximum of r(x)
(ω = 1/2). When q is large, this effect is amplified, as the advection term dominates,
further concentrating individuals in favorable regions.

For q < 0, such as q = −1 and q = −1/2, the behavior changes significantly. In
these cases, k0q and c∗q tend to decrease with ω ∈ (0, 0.5). Therefore, the highest speeds
and highest values of k0q are achieved when r and D are in phase (ω = 0). This time,
the term q∂x (D

′(x)u) in (2) causes individuals to concentrate in regions where D(x) is
maximal, allowing them to better exploit r(x) when its maximum coincides with that
of D.

Effect of q. We observe that, for each fixed value of ω, the function q 7→ k0q is
monotonic (Fig. 2, left). This behavior was predicted by Theorem 3.12 (ii) in the cases
ω = 0 and ω = 1/2. Interestingly, and in agreement with the result of Theorem 3.12 (iv),
this monotonicity property no longer holds for q 7→ c∗q, even in the cases ω = 0 and
ω = 1/2.

Optimization of the diffusion coefficient. When r and D are in phase (ω = 0),
Fickian diffusion results in higher speeds than other diffusion models (Fig. 2, right).
Conversely, when r and D are out of phase (ω = 1/2), Fokker-Planck diffusion leads to
the fastest speeds, compared to q = 0 and even q = 1/2. To gain insight into the spe-
cific interactions between r and D that favor either Fickian or Fokker-Planck diffusion
relative to each other, we conducted an optimization procedure. Specifically, we set
r(x) = cos2(πx) and optimized the ratio c∗0[r,D]/c∗1[r,D] (respectively, c∗1[r,D]/c∗0[r,D])
with respect to D. The optimization is performed using a simulated annealing algo-
rithm, which iteratively modifies the function D. This function is constructed as a
smooth, periodic function using cubic splines, based on a vector of four points whose
values lie within the range (0.1, 1). These points correspond to the positions x = 0,
x = 1/3, x = 2/3, and x = 1, with the first and last values necessarily being identical
to ensure periodicity. The optimization process directly operates on this vector of four
points to determine the optimal form of D. See Fig. 3. We observe that the function
D maximizing the ratio c∗0[r,D]/c∗1[r,D] is in phase with r, yielding a ratio of approx-
imately 1.43. Conversely, the function D that maximizes the ratio c∗1[r,D]/c∗0[r,D] is
out of phase with r, resulting in a ratio of approximately 1.15.
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Figure 1: Spreading speed c∗q[r;D] depending on q, with a constant growth term r ≡ 1.
Here, D(x) = 0.1 + cos2(π x).

Figure 2: Principal eigenvalue k0q and spreading speed c∗q[r;D] depending on the phase
shift ω between r and D. Here, r(x) = cos2(π x) and D(x) = 0.1 + cos2(π (x+ ω)).
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Figure 3: Functions D optimizing the ratio c∗0[r,D]/c∗1[r,D] (respectively,
c∗1[r,D]/c∗0[r,D]) with r fixed to r(x) = cos2(π x). The optimization is based on a sim-
ulated annealing algorithm. The function D is interpolated from four discrete points
using cubic splines.

4 Discussion

General conclusions. The comparative analysis of Fickian, Fokker-Planck and other
q-diffusion models in this study shows that the choice between these diffusion models is
not merely a matter of mathematical preference, but has profound implications for the
understanding of spatial dynamics in heterogeneous environments. Our investigation
underscores the sensitivity of both persistence and spreading properties to the diffusion
model employed, and that there is no general rule for the comparative behavior of per-
sistence and spreading speeds for different values of q across all settings. In particular,
Theorem 3.1 shows that for any q ̸= 0, suitable configurations of growth rates r and
diffusion coefficients D can be found such that the q-diffusion either increases or de-
creases the ability of persistence and the spreading speed with respect to the traditional
Fickian diffusion.

The case of constant r. A somewhat unexpected finding emerges when the growth
rate r is constant. Despite the heterogeneity of D, Fickian (q = 0) and Fokker-Planck
(q = 1) diffusion models yield equal spreading speeds. This result is a consequence of an
underlying symmetry in the function q 7→ c∗q around q = 1/2; Fickian and Fokker-Planck
diffusions represent a special case of symmetry. Moreover, the maximal spreading speed
is achieved with Stratonovich diffusion (q = 1/2). We derive an explicit formula for the
maximal spreading speed, and we point out that this maximal spreading speed is equal
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to the already-known limit of the spreading speed for Fickian diffusion as the period
of D and r goes to infinity (in this work, the period is mostly kept equal to 1, but
the same properties hold for any period, as long as r and D share the same period).
Furthermore, we prove that c∗1/2 does not depend on the period of D when r is constant.

Although the spreading speeds are equal for Fickian and Fokker-Planck diffusion,
it is important to note that the shapes of the solutions can differ significantly. For
instance, if f(x, u) = u(1 − u) in (1), the positive equilibrium solution is u ≡ 1 for
Fickian diffusion, whereas it is necessarily non-constant with Fokker-Planck diffusion
if D is not constant.

Effects of the interactions between r and D. Our analytical results on persis-
tence (Proposition 3.5, Theorem 3.10 (i), Theorem 3.12 (ii)) and numerical findings on
persistence and spreading (Figs. 2 and 3) show that, for q ≥ 0, the maximum ability
of persistence and the maximum spreading speed are achieved when r and D are out
of phase (i.e., r is large where D is small), which is consistent with existing literature
([23], case q = 0).

However, our results also reveal reversed outcomes regarding phase shift effects
when q < 0. Notably, the amplitude of speed variation with respect to phase shifts is
significantly more pronounced in the Fokker-Planck case (q = 1) than in the Fickian
case (q = 0), highlighting important ecological implications. Specifically, in the context
of ecological or epidemiological modeling, the strategic placement of dispersal barriers,
which reduce D in regions of high or low r, is likely to have a much stronger impact
under Fokker-Planck diffusion than under Fickian diffusion.

Extensions. While our results are derived in a 1D context, extending this analysis
to higher spatial dimensions could unveil additional phenomena that further influence
the effects of phase shifts on the spreading speed. A possible extension of q−diffusion
operators to higher dimensions n ≥ 2 could incorporate different types of diffusion along
each spatial direction, allowing for direction-dependent exponents qi. The resulting
operator would take the form:

n∑
i=1

∂xi

(
Di(xi)

1−qi∂xi

(
Di(xi)

qiu
))
,

where Di(xi) represents the diffusion coefficient along the i-th direction, and qi deter-
mines the type of diffusion in that direction. In the context of eco-evolutionary models,
populations can be structured both in space and phenotypic traits, leading to hetero-
geneities arising from entirely different mechanisms. These heterogeneities could, for
instance, result from environmental variations in space or genomic variations affecting
the mutation rate, making the use of such a generalized model potentially relevant.

In summary, this work advocates for a paradigm shift in the conventional use of
Fickian diffusion in mathematical biology, emphasizing the deliberate and informed
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selection of diffusion models tailored to the unique attributes of the system under
study. It underscores the importance of accounting for the interplay between diffusion
dynamics and spatial heterogeneity in designing theoretical models, often masked by
the homogenizing effect of Fickian diffusion.

5 Proofs and technical lemmas

5.1 Proof of Theorem 3.1, persistence

Proof of Theorem 3.1, (i) and (ii), persistence. We first prove Proposition 3.3.
We will then use it to prove the persistence part of Theorem 3.1, (i) and (ii).

Proof of Proposition 3.3. Let ψ > 0 be a principal eigenfunction associated to kλ0 [r;D].
By definition, we have

Dψ′′ + [D′ − 2λD]ψ′ + [λ2D − λD′ + r]ψ = kλ0 [r;D]ψ. (12)

Let γ > 0 and set

ϕ :=
ψ

Dγ
.

Replacing ψ by ϕDγ in (12) and dividing the equation by Dγ, a computation gives

Dϕ′′ + [(1 + 2γ)D′ − 2λD]ϕ′ +

[
γD′′ + γ2

(D′)2

D
+ λ2D − (1 + 2γ)λD′ + r

]
ϕ

= kλ0 [r;D]ϕ.

Taking γ = q/2, we get:

Lλ
q

[
r − q

2
D′′ +

q2

4

(D′)2

D
;D

]
ϕ = kλ0 [r;D]ϕ.

The uniqueness of the principal eigenvalue implies that

kλq

[
r − q

2
D′′ +

q2

4

(D′)2

D
;D

]
= kλ0 [r;D],

which in turn leads to the result of the proposition.

Next, we use the result of Proposition 3.3 to exhibit a situation where Fickian
diffusion (q = 0) increases the ability of persistence.

Lemma 5.1 (Theorem 3.1, (i), persistence). Assume that D is not constant. Let r0 ∈ R

be a constant and, for q ∈ R \ {0}, let hq := −q
2
D′′ +

q2

4

(D′)2

D
.

For all q ∈ R \ {0}, we have, with r(x) := r0 + hq(x),

k0q [r;D] < k00[r;D].
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Proof. Using Proposition 3.3, we have

k0q [r;D] = k00[r − hq;D] = k00[r0;D]. (13)

Let

δ :=

∫ 1

0

hq.

Since D is not constant, we have δ > 0. Hence

k00[r0;D] = r0 < r0 + δ = k00[r0 + δ;D]. (14)

Let ψ a principal eigenfunction associated to k00[r;D]. By definition, we have

(Dψ′)′ + rψ = k00[r;D]ψ.

Dividing this equation by ψ and integrating by parts, we get:∫ 1

0

D
(ψ′)2

ψ2
+ r0 + δ = k00[r;D], (15)

which implies that k00[r;D] ≥ r0 + δ. Using this inequality with (13) and (14), we get
k0q [r;D] < k00[r;D].

We then use the fact that −hq takes some positive values to show that the reverse
inequality can be true for another choice of r.

Lemma 5.2 (Theorem 3.1, (ii), persistence). Assume that D is not constant. For

q ∈ R \ {0}, let hq := −q
2
D′′ +

q2

4

(D′)2

D
.

For all q ∈ R \ {0}, we have, with r(x) := −αhq(x), and α > 0 large enough,

k0q [r;D] > k00[r;D].

Proof. Set g(α) := k00[−αhq;D], for α ≥ 0. It follows from the periodicity of D that
there exists x0 in [0, 1] such that −hq(x0) > 0. Thus, Proposition 5.2 in [6] also implies
that there exists α0 > 0 such that for α > α0, g(α) > 0 and g is increasing on [α0,+∞).
In particular, g(1 + α) > g(α) for α > α0. Coming back to the definition of g, we have
k00[−αhq − hq;D] > k00[−αhq;D] for α > α0. Using Proposition 3.3, we get:

k0q [−αhq;D] > k00[−αhq;D].
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Proof of Theorem 3.1, (iii) and (iv). As mentioned above, the main ingredient of
the proof of (iii) and (iv) in Theorem 3.1 is Proposition 3.5. We first prove a variational
formula for k0q [r;D] as an intermediate step for the proof of Proposition 3.5.

Lemma 5.3. We have:

k0q [r;D] = max
φ∈E

(
−
∫ 1

0

D1−q|(Dq/2φ)′|2 +
∫ 1

0

rφ2

)
, (16)

where E is the set of positive 1−periodic C2 functions φ with
∫ 1

0
φ2 = 1.

Proof. Let ψ > 0 be a principal eigenfunction associated to k0q . By definition, we have

(D1−q(Dqψ)′)′ + rψ = k0qψ.

Setting v = Dq ψ, we get:

(D1−qv′)′ +
r

Dq
v =

k0q
Dq

v. (17)

Since the operator L : v 7→ (D1−qv′)′ + r
Dq v is self-adjoint, the operator T : φ 7→

Dq/2L
(
Dq/2φ

)
is self-adjoint as well. The principal eigenvalue of T is precisely k0q , and

is given by a Rayleigh quotient:

k0q = max
ϕ∈G

−
∫ 1

0
D1−q(ϕ′)2 +

∫ 1

0
rD−qϕ2∫ 1

0
D−qϕ2

(18)

with G the set of positive smooth 1−periodic functions. Up to multiplication of ϕ by
a constant in (18), we may assume that

∫ 1

0
D−qϕ2 = 1, and setting φ = D−q/2ϕ, this

concludes the proof of Lemma 5.3.

We are now ready to prove Proposition 3.5.

Proof of Proposition 3.5. First, we have k0q [r;BD] ≤ max[0,1] r. Second, let

⟨Dq⟩H :=
1∫ 1

0
1/Dq

,

be the harmonic mean of Dq. Take

φ =
√

⟨Dq⟩HD−q/2

in the variational formula (16) of Lemma 5.3. This gives

⟨Dq⟩H
∫ 1

0

r

Dq
≤ k0q [r;BD] ≤ max

[0,1]
r. (19)
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Now, take an arbitrary sequence Bn → +∞. Let ψn be the principal eigenfunction as-
sociated to k0q [r;BnD], with the normalization condition ∥ψn∥L2(0,1) = 1. By definition,
we have

(D1−q(Dqψn)
′)′ +

r

Bn

ψn =
k0q [r;BnD]

Bn

ψn. (20)

Since k0q [r;BnD] is bounded (see (19)), standard elliptic estimates and Sobolev in-
jections imply that, up to extraction of a subsequence, the sequence of functions ψn

converges to a nonnegative function ψ, locally inW 2,p for all 1 < p <∞ (and therefore,
by periodicity, globally inW 2,p). Furthermore, ∥ψ∥L2(0,1) = 1, ψ is periodic and satisfies

(D1−q(Dqψ)′)′ = 0.

Thus ψ ≡ C D−q, for some positive constant C. Since ∥ψ∥L2(0,1) = 1, we have

C∥D−q∥L2(0,1) = 1, thus C =
√

⟨D2 q⟩H .
Finally, we set vn = Dq ψn. We have:

Bn (D
1−qv′n)

′ +
r

Dq
vn =

k0q [r;BnD]

Dq
vn. (21)

We multiply by vn and integrate by parts. We get:

−Bn

∫ 1

0

D1−q(v′n)
2 +

∫ 1

0

r

Dq
v2n = k0q [r;BnD]

∫ 1

0

v2n
Dq

, (22)

which implies that

k0q [r;BnD] ≤

∫ 1

0

r

Dq
v2n∫ 1

0

v2n
Dq

.

Using (19) and passing to the limit n→ ∞, we get vn →
√
⟨D2q⟩H in L2(0, 1) and

lim
n→∞

k0q [r;BnD] = ⟨Dq⟩H
∫ 1

0

r

Dq
.

The family (k0q [r;BD])B>0 is bounded, and there is only one possible limit to a con-
verging subsequence. Therefore, the whole family converges to the same limit, namely:

lim
B→∞

k0q [r;BD] = ⟨Dq⟩H
∫ 1

0

r

Dq
.

Lemma 5.4 (Theorem 3.1, (iii) and (iv)). Let r be fixed. Assume that r is not constant.
For all q ∈ R \ {0}, there exists a 1−periodic D0 such that k00[r;D0] > k0q [r;D0], and
there exists a 1−periodic D1 such that k00[r;D1] < k0q [r;D1].
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Proof. For all q ∈ R and κ ∈ R, we have kq[r + κ;D] = kq[r;D] + κ. Therefore, up to
replacing r by r+ κ with κ large enough, we may assume that r > 0 without changing
the ordering of the eigenvalues.

Consider D := r1/q and let D0 = BD. Proposition 3.5 implies that

lim
B→∞

k00[r;BD] =

∫ 1

0

r

and

lim
B→∞

k0q [r;BD] =

(∫ 1

0

1

r

)−1

.

Jensen’s inequality implies that (r being not constant)∫ 1

0

r >

(∫ 1

0

1

r

)−1

.

Therefore, for B large enough, k00[r;D0] > k0q [r;D0].
To prove the other inequality, let rmax be the maximum of r over [0, 1]. Assume that

the maximum is reached at some point xm ∈ [0, 1]. Take ε > 0 such that rmax−2ε >
∫ 1

0
r

and chose D such that D−q/
∫ 1

0
D−q is “close to a Dirac mass at xm”, in the sense that:∫ 1

0

r
D−q∫ 1

0
D−q

> rmax − ε.

Proposition 3.5 implies that

lim
B→∞

k00[r;BD] =

∫ 1

0

r

and

lim
B→∞

k0q [r;BD] =

∫ 1

0

r
D−q∫ 1

0
D−q

> rmax − ε >

∫ 1

0

r.

This concludes the proof of the second inequality in Lemma 5.4, with D1 = BD and
B large enough.

5.2 Proof of Theorem 3.1, spreading

We now end the proof of Theorem 3.1. Namely, we prove that if D is fixed, there
exists r such that cq[r;D] > c0[r;D] and another r such that cq[r;D] < c0[r;D].

We first prove Proposition 3.4, which allows us to extend a comparison on the ability
of persistence to a comparison on the spreading speed (when the ability of persistence
is close to 0). Using the persistence part of Theorem 3.1, we will then be able to prove
the spreading part.

22



Proof of Proposition 3.4. We first show that c∗q̃[r − κ;D] → 0 as κ→ k0q̃ [r;D]. Assume
by contradiction that there exist δ > 0 and a sequence κn ∈ (0, k0q̃) such that κn → k0q̃
as n→ ∞ and c∗q̃[r − κn;D] > δ for all n.

From the definition of kλq̃ , by uniqueness, we have kλq̃ [r−κn;D] = kλq̃ [r;D]−κn, and
consequently,

c∗q̃[r − κn;D] = inf
λ>0

(
kλq̃ [r;D]

λ
− κn

λ

)
.

Thus,
kλq̃ [r;D]

λ
− κn

λ
≥ c∗q̃[r − κn;D] ≥ δ

for all n ≥ 0 and λ > 0. Passing to the limit n→ ∞, we get:

∀λ ∈ R,
kλq̃ [r;D]

λ
−
k0q̃ [r;D]

λ
≥ δ. (23)

We know that the function λ 7→ kλq̃ is analytic (see e.g. [24]) and that λ = 0 is
a global minimum of this function (using the convexity and Lemma 5.6), thus we
have ∂λk

λ
q̃

∣∣
λ=0

= 0. On the other hand, passing to the limit λ → 0 in (23), we get

∂λk
λ
q̃

∣∣
λ=0

≥ δ. Thus we get a contradiction. This proves that

c∗q̃[r − κ;D] → 0 as κ→ k0q̃ [r;D].

On the other hand, kλq [r − κ;D] = kλq [r;D] − κ is a nonincreasing function of κ and
therefore c∗q[r − κ;D] is also a nonincreasing function of κ. Additionally,

kλq [r − k0q̃ [r;D];D] = kλq [r;D]− k0q̃ [r;D] ≥ k0q [r;D]− k0q̃ [r;D] > 0

for all λ > 0. Thus, c∗q[r− κ;D] ≥ c∗q[r− k0q̃ [r;D];D] > 0 for all κ ∈ [0, k0q̃ [r;D]]. As we
have shown that c∗q̃[r − κ;D] → 0 as κ→ k0q̃ [r;D], this concludes the proof.

Proof of Theorem 3.1, (i)− (ii), spreading speed. Lemma 5.1 and Proposition 3.4 show
the existence of pairs of coefficients [r;D] such that c∗q[r;D] < c∗0[r;D]. Conversely,
Lemma 5.2 and Proposition 3.4 show the existence of pairs of coefficients [r;D] such
that c∗q[r;D] > c∗0[r;D].

5.3 Deformation of space and proof of Theorem 3.6

The goal of this section is to prove Theorem 3.6. The main ingredients of the proof
of Theorem 3.6 are Propositions 3.7 and 3.8. Using a deformation of space, we first
prove the following lemma. As a consequence, we will prove Proposition 3.7. Next, using
Proposition 3.8 from [9] and Proposition 3.9, we will conclude the proof of Theorem 3.6.

23



Lemma 5.5. Let D ∈ C2,α(R), b ∈ C1,α(R) and r ∈ C0,α(R) be 1−periodic functions,
with D > 0. Consider the diffeomorphism

h(x) :=

∫ x

0

dx′√
D(x′)

.

Let

B(y) :=
2b+D′

2
√
D

(
h−1(y)

)
.

Let v ≥ 0 solve the linear evolution problem

∂tv = ∂xx(D(x)v) + ∂x(b(x)v) + r(x)v,

with a nonnegative and locally bounded initial condition v(0, ·). Let V (t, y) := v (t, h−1(y))
and R(y) := r (h−1(y)). Then V solves the linear evolution problem

∂tV = ∂yyV + ∂y(B(y)V ) +R(y)V.

Proof. First, we assume that r ≡ 0 and that the initial data v(0, ·) is integrable with∫ 1

0
v = 1. To prove the lemma in this case, we use the interpretation of the conservative

evolution equation as the Fokker-Planck equation for an Itô diffusion. (Next, we will
add the zero-order term using the Feynman-Kac formula, and use the linearity to prove
the result for initial data that are not integrable.)

By our assumptions, for all t ≥ 0, v(t, ·) is the density of the law of a particle
satisfying the SDE

dXt = −b(Xt) dt+
√
2D(Xt) dWt

with initial law of density v(0, ·) (for some Brownian motion (Wt)t). Consider the
change of variables Yt = h(Xt). Then Itô’s formula gives

dYt = −h′(Xt)× b(Xt) dt+ h′(Xt)
√

2D(Xt) dWt +
1

2
h′′(Xt)× 2D(Xt) dt

=

[
− b√

D
− D′

2
√
D

]
(Xt) dt+

√
2 dWt

= −2b+D′

2
√
D

(Xt) dt+
√
2 dWt.

The Fokker-Planck equation for this Itô diffusion is precisely:

∂tV (t, y) = ∂yyV + ∂y (B(y)V ) .

This proves the result for r ≡ 0 and
∫
v(0, ·) = 1.

Now, let us consider r ̸≡ 0. We use the Feynman-Kac formula (11). We have

v(t, x) = Ex

[
v(0, Xt) exp

(∫ t

0

r(Xt−s) ds

)]
.
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Therefore, by the definition of V :

V (t, y) = Ey

[
V (0, Yt) exp

(∫ t

0

R(Yt−s) ds

)]
.

We deduce (using the Feynman-Kac formula the other way around) that V satisfies the
equation of the statement.

Finally, using the linearity of the equations, we conclude that the result holds for
all nonnegative v(0, ·) ∈ L1(R). Last, using the fact that solving the equation is a local
property, the result holds for all nonnegative and locally bounded v(0, ·).

Proof of Proposition 3.7. In this proof, we write for conciseness Lλ
q instead of Lλ

q [r;D]
and kλq instead of kλq [r;D].

First, we let φ > 0 be a principal eigenfunction of the operator Lλ
q . We have:

(Lλ
q − kλq )φ = 0.

Second, we recall that by the definition of Lλ
q , we have, for all ϕ ∈ C2,α(R),

Eλ L0
q(E−λϕ) = Lλ

qϕ with Eλ(x) := eλx.

Therefore,
(L0

q − kλq )(E−λφ) = 0.

Now, we rewrite L0
q as:

L0
qϕ = ∂x

(
D1−q∂x (D

qϕ)
)
+ rϕ = ∂xx(D(x)ϕ)− (1− q)∂x (D

′ϕ) + rϕ.

The function (t, x) 7→ E−λ(x)φ(x) solves:

0 = ∂t(E−λφ) = (L0
q − kλq )(E−λφ).

We let Φ(y) := E−λ(h
−1(y))φ(h−1(y)). Then, Lemma 5.5 implies that Φ satisfies

∂yyΦ− sq∂y

(
D′
√
D

(
h−1(y)

)
× Φ

)
+ (R(y)− kλq )Φ = 0,

with sq :=
1
2
− q. Setting α(y) := ln (D (h−1(y))) gives

α′(y) =
D′

h′D

(
h−1(y)

)
=

D′
√
D

(
h−1(y)

)
.

Thus
(L̂0

q − kλq )Φ = ∂yyΦ− sq∂y (α
′Φ) + (R(y)− kλq )Φ = 0. (24)

Now, a short computation shows that

EλDH
L̂0

q (E−λDH
ϕ) = L̂λDH

q ϕ,
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where we denote DH :=
〈√

D
〉
H
. Therefore, writing ψ := EλDH

Φ and using (24), we

obtain:
(L̂λDH

q − kλq )ψ = 0.

Furthermore, we note that

ψ(y) = eλ(yDH−h−1(y))φ(h−1(y)).

Hence, since DH = 1/h(1), we find that ψ is h(1)−periodic. Since we also have ψ > 0,

we conclude that ψ is a principal eigenfunction to L̂λDH
q and that the associated principal

eigenvalue is kλq . Therefore, k̂
λDH
q = kλq , which is what we wanted to prove.

The following lemma will be the last ingredient for the proof of Theorem 3.6.

Lemma 5.6. For all q ∈ R and λ ∈ R, k−λ
q [r;D] = kλq [r;D]

Proof. The case q = 0 is standard (see e.g. [27]). We prove it for the sake of complete-
ness. Let ψ be a principal eigenfunction associated with kλ0 , and let ψ̃ be a principal
eigenfunction associated with k−λ

0 . We have

(Dψ′)′ − 2λDψ′ + [λ2D − λD′ + r]ψ = kλ0ψ,

(Dψ̃′)′ + 2λDψ̃′ + [λ2D + λD′ + r]ψ̃ = k−λ
0 ψ̃.

Multiplying the first equation by ψ̃ and integrating by parts, we get:∫ 1

0

[(Dψ̃′)′ + 2λDψ̃′ + (λ2D + λD′ + r)ψ̃]ψ = kλ0

∫ 1

0

ψ̃ψ.

Thus,

k−λ
0

∫ 1

0

ψ̃ψ = kλ0

∫ 1

0

ψ̃ψ,

which implies that k−λ
0 [r;D] = kλ0 [r;D].

Last, for general q ∈ R, we use Proposition 3.3 and get:

k−λ
q [r;D] = k−λ

0 [r − hq;D] = kλ0 [r − hq;D] = kλq [r;D].

Proof of Theorem 3.6, item (i). By (10), it is enough to show that kλ1/2−q = kλ1/2+q for

all λ ∈ R and q ∈ R. For the simplicity of notations, we note DH :=
〈√

D
〉
H
. Using

Lemma 5.6 and Proposition 3.7, we have

kλ1/2−q = k−λ
1/2−q = k̂−λDH

1/2−q , (25)
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where k̂−λDH

1/2−q is the principal eigenvalue of the operator L̂−λDH

1/2−q defined in Proposi-

tion 3.7, namely (pointing out that s1/2−q = q):

L̂−λ̃
1/2−q : Φ 7→ ∂yyΦ− ∂y

[(
−2λ̃+ qα′

)
Φ
]
+
(
R− λ̃qα′ + λ̃2

)
Φ,

with λ̃ := λDH . We apply Proposition 3.8 with b(x) := −2λ̃ + qα′ and a(x) :=
R− λ̃qα′ + λ̃2, which can be rewritten:

a(x) = (R− λ̃2)− λ̃b.

Here, R− λ̃2 and λ̃ are constant. We deduce that k̂−λDH

1/2−q is also the principal eigenvalue
of the operator

Φ 7→ ∂yyΦ + ∂y

[(
−2λ̃+ qα′

)
Φ
]
+
(
R− λ̃qα′ + λ̃2

)
Φ,

which is equal to L̂λDH

1/2+q. In other words, k̂−λDH

1/2−q = k̂λDH

1/2+q. Substituting into (25) and
using Proposition 3.7 again we finally obtain:

kλ1/2−q = k̂−λDH

1/2−q = k̂λDH

1/2+q = kλ1/2+q.

Proof of Theorem 3.6, items (ii) and (iii). We point out that s1/2 = 0, so k̂µ1/2 = r+µ2.
Therefore,

c∗1/2 = inf
λ>0

kλ1/2
λ

= inf
λ>0

k̂
λ⟨√D⟩

H

1/2

λ

= inf
λ>0

(
r

λ
+ λ

(〈√
D
〉
H

)2)
= 2

√
r ×

〈√
D
〉
H
.

Finally, [26, Proposition 2.7] implies that c∗q ≤ c∗1/2. This proves Theorem 3.6, items (ii)

and (iii).
Let us now prove the remark after the statement of Theorem 3.6 about the different

periods. Consider the solution to the linearized version of (1) in the L−periodic setting:

∂tv = ∂x(D
1/2
L ∂x(D

1/2
L v)) + rv,

where DL(x) := D(x/L) is the L−periodic version of D. We denote by c∗1/2(L) the

spreading speed of v. Using the change of variables x′ = x/L, we obtain that c∗1/2(L) =
Lc′ where c′ is the spreading speed of the solution u of

∂tu =
1

L2
∂x(D

1/2∂x(D
1/2u)) + ru.
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The coefficients of this equation are 1−periodic. Hence, by Theorem 3.6, item (ii), the

spreading speed of u is c′ = 2
√
r×
〈√

D/L
〉
H
, where

〈√
D/L

〉
H
is the harmonic mean

of
√
D/L. Therefore,

c∗1/2(L) = Lc′ = 2
√
r × L

(∫ 1

0

L√
D(x)

)−1

= 2
√
r ×

〈√
D
〉
H
.

5.4 Proof of Theorems 3.10 and 3.12

Throughout this section, we want to show properties of the principal eigenvalues kλq [r;D],
with fixed r and D. Using Proposition 3.7, this is equivalent to show properties
of the principal eigenvalues k̂λq . Therefore, we will work on the operators L̂λ̃

q , with

λ̃ = λ
〈√

D
〉
H
, which will be simpler to handle than Lλ

q .

Proof of Theorem 3.10, item (i). Let us show that the ability of persistence k0q = k̂0q
converges to the limit stated in the theorem. We recall that k̂0q is the principal eigenvalue
of the operator defined in Proposition 3.7; we recall the notations: R(y) := r(h−1(y))
and α(y) := ln(D(h−1(y)), where h is the transformation defined before Proposition 3.7.

We let Â :=
{
y ∈ R / h−1(y) ∈ A

}
be the set of local maxima of α. We want to show

that
lim

q→−∞
k̂0q = max

x∈A
r(x).

To this aim, we will show that

lim
q→−∞

k̂0q = max
y∈Â

R(y).

We consider the adjoint of the problem defining k̂0q , namely, we let φq > 0 be a
1−periodic solution of

∂yyφq + sqα
′∂yφq +Rφ = k̂0qφq. (26)

We let ψq > 0 be the 1−periodic function defined by ψq(y) := esqα(y)/2φq(y). By
computations similar to those of the proof of Proposition 3.3, we have:

∂yyψq +

(
R− (sqα

′)2

4
− sqα

′′

2

)
ψq = k̂0qψ.

Therefore, by the Rayleigh formula, we have:

k̂0q = max
ϕ∈E

(
−
∫ 1

0

(ϕ′)2 +

∫ 1

0

(
R− (sqα

′)2

4
− sqα

′′

2

)
ϕ2

)
,
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where
E =

{
ϕ ∈ H1

loc(R) / ∥ϕ∥L2(0,1) = 1, ϕ is h(1)−periodic
}
.

This is analogous to Equation (1.2) in [11]. Moreover, since all critical points of D
are non-degenerate, we obtain that all critical points of α are non-degenerate. Last,
sq → +∞ as q → −∞. Therefore, the proof of [11, Theorem 1] remains valid in the
setting of Equation (26) (the proof is simpler in our case since there is no need to deal
with the boundary condition). This yields:

lim
q→−∞

k̂0q = max
y∈Â

R(y) = max
x∈A

r(x).

The case q → +∞ is the same by replacing α′ by −α′.

Before proving item (ii) of Theorem 3.10, let us prove Proposition 3.11.

Proof of Proposition 3.11. We let b ∈ C0,1(R) be a function such that b(x0) > 0 for
some x0 ∈ [0, 1]. For s ∈ R, we let (Xt)t≥0 solve

dXt = sb(Xt) dt+
√
2 dWt, X0 = 1.

We let P1 be the law of (Xt)t≥0. Last, we let τ := inf {t ≥ 0 / Xt ≤ 0} be the exit time
from (0,+∞) of (Xt)t≥0. For clarity, we omit the superindex s in the notations, but
the dependency in s should not be forgotten.

As b(x0) > 0, there exists an interval I ⊂ (0, 1) such that b(x) > 0 for all x ∈ I. We
define the random variables

σ− := inf {u > 0 / Xu ≤ inf I} , σ+ := sup {u < σ− / Xu ≥ sup I} ,

if both infima are well-defined, and σ± = +∞ otherwise. Since X0 = 1, we have,
conditionally on τ < +∞: the difference σ− − σ+ is finite and is the duration of the
first crossing of the interval I, without leaving it, by the process (Xt)t≥0; in particular
σ−−σ+ ≤ τ . Now, we point out that for all h ≥ 0, we have (conditionally on τ < +∞),

Xσ− = Xσ−−h + s

∫ h

0

b(Xσ−−h′) dh′ +
√
2(Wσ− −Wσ−−h).

Moreover, conditionally on τ < +∞ and σ− − σ+ > h, we have Xu ∈ I for all u ∈
[σ− − h, σ−], so, owing to the definition of I,

Xσ− ≥ Xσ−−h + shδ +
√
2(Wσ− −Wσ−−h).

Note that, since X0 = 1, we have almost surely: τ ≥ σ− and σ− ≥ σ+ ≥ 0. Hence, for
all a > 0,

P1(τ ≤ a) = P1(τ ≤ a, σ− − σ+ ≤ a)

≤ P1(σ− ≤ a, σ− − σ+ ≤ a)

= P1(σ− ≤ a, ∃h ∈ [0, σ−], Xσ− −Xσ−−h ≤ − |I|)
= P1(∃σ ∈ [0, a], ∃h ∈ [0, σ], Xσ −Xσ−h ≤ − |I|).
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Using the above estimate for Xσ− , this gives:

P1(τ ≤ a) ≤ P1(∃σ ∈ [0, a], ∃h ∈ [0, σ],
√
2(Wσ −Wσ−h) ≤ −shδ − |I|),

which we rewrite:

P1(τ ≤ a) ≤ P1

(
∃σ ∈ [0, a], ∃h ∈ [0, σ],

|Wσ −Wσ−h|
h1/4

≥ 1√
2

(
sh3/4δ + h−1/4 |I|

))
.

By virtue of the regularity of Brownian motion, there exists a random constant C,
whose law is independent of s, such that almost surely,

sup
σ∈(0, a), h∈(0, σ)

|Wσ −Wσ−h|
h1/4

≤ C.

Hence

P1(τ ≤ a) ≤ P1

(
∃h ∈ [0, a], C ≥ 1√

2

(
sh3/4δ + h−1/4 |I|

))
.

But, as s→ +∞, we have

inf
h∈[0,a]

(
sh3/4δ + h−1/4 |I|

)
→ +∞.

Thus P1(τ ≤ a) → 0 as s→ +∞.

Proof of Theorem 3.10, item (ii). Let us show that the spreading speed c∗q[r;D] con-
verges to 0 as q → ±∞. Since the KPP assumption (7) holds, the spreading speed is
linearly determined; thus, c∗q[r;D] is also the spreading speed of the level sets of the
solution v to the following linear equation:

∂tv = L0
qv + rv = ∂xx(D(x)v)− (1− q)∂x(D

′v) + rv, v(0, x) = 1{x≤0}.

Define h(x) :=
∫ x

0
dy/
√
D(y) and let V (t, y) := v(t, h−1(y)). Using Lemma 5.5 and the

computations of the proof of Proposition 3.7, we have:

∂tV = ∂yyV − sq∂y(α
′V ) +RV,

with sq := 1/2− q, α(y) := ln(D(h−1(y))) and R(y) := r(h−1(y)).
Proving that c∗q[r;D] → 0 as q → ±∞ is equivalent to proving that the spreading

speed of the level sets of v converges to 0 as q → ±∞, which in turns is equivalent to
proving that the spreading speed ĉ∗q of the level sets of V converges to 0 as q → ±∞.
To prove the latter affirmation, we will prove that for all γ > 0, for |q| large enough,
we have: V (t, γt) → 0 as t → +∞. For the remaining of the proof, we fix γ > 0. For
conciseness, we note s = sq and consider q → −∞, so s→ +∞.
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First, we estimate V (t, γt). By the Feynman-Kac formula (11), we have:

V (t, y) = Ey

[
1{Xt≤0} exp

(∫ t

0

R(Xt−s) ds

)]
,

where Ey is the expectation corresponding to the probability Py, which is the law of a
solution (Xt)t≥0 to

dXt = sα′(Xt) dt+
√
2 dWt, X0 = y,

for a standard Brownian motion (Wt)t≥0 (we do not make it explicit in the notations
that V and the law of X depend on s, but this should not be forgotten). Letting
rm := max r, we obtain:

V (t, y) ≤ ermt Py(Xt ≤ 0). (27)

We will prove that for all γ > 0, for s large enough, ermtPγt(Xt ≤ 0) → 0 as t → +∞.
Using (27), we will then be able to conclude.

We define, for i ∈ Z, the random variable

τi := inf {u ≥ 0 / Xu = i}

if the infimum is well-defined, and τi := +∞ otherwise. For 0 ≤ i ≤ ⌊γt⌋ − 1, when
X0 = γt > 1 and conditionally on Xt ≤ 0, the difference τi − τi+1 is positive almost
surely and corresponds to the time spent by the particle Xt to cross the interval [i, i+1]
for the first time (from right to left). We point out that, using the Markov inequality,
we have:

Pγt (Xt ≤ 0) = Pγt (τ0 ≤ t) ≤ etEγt[e
−τ0 ].

Moreover, the τi − τi+1 are independent and have the same law. Hence, for γt > 2,

Eγt[e
−τ0 ] ≤ Eγt

exp
−

⌊γt⌋−1∑
i=0

(τi − τi+1)

 =
(
Eγt

[
e−(τ0−τ1)

])⌊γt⌋
≤
(
Eγt

[
e−(τ0−τ1)

])γt/2
=
(
E1

[
e−(τ0−τ1)

])γt/2
.

On the last line, contrarily to the previous lines, the expectation is taken for a process
starting from 1. The above computations show that:

ermt Pγt (Xt ≤ 0) ≤ exp
[
t
(
rm + 1 +

γ

2
ln
(
E1

[
e−(τ0−τ1)

]))]
. (28)

Our goal is now to show that, for s large enough, we have rm+1+ γ
2
ln
(
E1

[
e−(τ0−τ1)

])
<

0. We will prove the stronger result that E1

[
e−(τ0−τ1)

]
converges to 0 as s→ +∞. We

point out that P1(τ1 = 0) = 1. Hence we may write:

E1

[
e−(τ0−τ1)

]
= E1

[
e−τ0

]
=

∫ 1

0

P1(e
−τ0 ≥ u) du =

∫ 1

0

P1(τ0 ≤ − ln(u)) du.
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Since D is periodic and nonconstant, α′ changes sign, so in particular there exists
x0 ∈ [0, 1] such that α′(x0) > 0. Therefore, we may apply Proposition 3.11 with b = α′.
We get: for all a > 0,

P1(τ0 ≤ a) → 0 as s→ +∞.

Therefore, E1

[
e−(τ0−τ1)

]
→ 0 as s → +∞. Owing to (28), we obtain that for s large

enough, ermt Pγt (Xt ≤ 0) → 0 as t→ +∞. Owing to (27), therefore, we have:

V (t, γt) → 0 as t→ +∞.

This implies that ĉ∗q ≤ γ for s large enough, i.e. for −q large enough. Since γ is
arbitrary, we get that ĉ∗q → 0 as q → −∞, and thus c∗q[r;D] → 0 as q → −∞.

The same argument holds for q → +∞, by considering −α′ instead of α′.

We now show the monotonicity properties of Theorem 3.12.

Proof of Theorem 3.12, item (i). By definition of κ(q), there exists ψ > 0 such that

∂x(D∂xψ) + q∂x(D
′ψ) + (r − κ(q))ψ = 0.

Recall that r is constant. Integrating the equation on [0, 1] gives, using the periodicity:

(r − κ(q))

∫ 1

0

ψ = 0.

Since ψ > 0, we have r = κ(q).

Proof of Theorem 3.12, item (ii). We let r and D satisfy the assumptions of item (ii),
namely: D ∈ C3(R) and r ∈ C4(R) are 1−periodic and even on R, and monotonic on
[0, 1/2]; r′ ̸= 0 on (0, 1/2); r′′(0) ̸= 0 and r′′(1/2) ̸= 0.

For convenience, we assume that r and D are nonincreasing on [0, 1/2] (the other
cases are proved in an analogous way). Therefore, we have:

r′(x) < 0 on (0, 1/2), r′(x) > 0 on (1/2, 1), r′(0) = r′(1/2) = 0.

Further, we have r′′(0) < 0 and r′′(1/2) > 0.

Let us prove that q 7→ k0q is nonincreasing. This is equivalent to proving that q 7→ k̂0q
is nonincreasing, where k̂0q is defined in Proposition 3.7 as the principal eigenvalue of
the operator

L̂0
q : Φ 7→ ∂yyΦ− sq∂y(α

′Φ) +RΦ,

with α(y) = ln(D(h−1(y)), R(y) = r(h−1(y)) and sq =
1
2
− q, where h is defined before

Proposition 3.7. To avoid confusions, we rescale space by a constant in such a way
that h(0) = 0 and h(1) = 1; since D is even and 1−periodic, this implies also that
h(1/2) = 1/2. Then R and α are still even and 1−periodic.
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We let q1 > q2 and denote s1 := sq1 and s2 := sq2 , so s
1 < s2. We define two

processes X1 and X2 by:

dX1
t = s1α′(X1

t ) dt+
√
2 dW 1

t , X1
0 = 0,

dX2
t = s2α′(X2

t ) dt+
√
2 dW 2

t , X2
0 = 0,

where (W 1
t )t≥0 and (W 2

t )t≥0 are two standard Brownian motions. In the following, we
will couple the processes (R(X i

t))t≥0. First, let us establish a connection between the

processes (R(X i
t))t≥0 and the principal eigenvalues k̂0qi .

Step 1. Use the Feynman-Kac formula. We now establish a connection between
the processes (R(X i

t))t≥0 and the principal eigenvalues k̂0qi by using the Feynman-Kac
formula (11). For i = 1, 2, we have

∂xxφi − sqi∂x(α
′φi) + (R− k̂0qi)φi = 0,

where φi is the principal eigenfunction of L̂0
qi such that φi(0) = 1. By the Feynman-Kac

formula (11) (applied to the stationary function u(t, x) = φi(x)), therefore, we have,
for all t ≥ 0,

φi(x) = Ex

[
φi(X

i
t) exp

(∫ t

0

(R(X i
t−s)− k̂0qi) ds

)]
.

Since 0 < φi < +∞, there is a constant C > 1 such that, for i = 1, 2, for all t ≥ 0,

1

C
exp

(
−k̂0qit

)
Ex

[
exp

(∫ t

0

R(X i
t−s) ds

)]
≤ φi(x) ≤ C exp

(
−k̂0qit

)
Ex

[
exp

(∫ t

0

R(X i
t−s) ds

)]
.

Therefore, for i = 1, 2,

0 < lim inf
t→+∞

exp
(
−k̂0qit

)
Ex

[
exp

(∫ t

0

R(X i
t−s) ds

)]
≤ lim sup

t→+∞
exp

(
−k̂0qit

)
Ex

[
exp

(∫ t

0

R(X i
t−s) ds

)]
< +∞.

Hence, to prove that k̂0q1 ≤ k̂0q2 , it is sufficient to prove that

Ex

[
exp

(∫ t

0

R(X1
t−s) ds

)]
≤ Ex

[
exp

(∫ t

0

R(X2
t−s) ds

)]
.

The goal of the following step is to prove this inequality. We will construct a process
(Y 2

t )t≥0 such that: (Y 2
t )t≥0 = (R(X2

t ))t≥0 in law and almost surely, for all t ≥ 0,
R(X1

t ) ≤ Y 2
t .
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Figure 4: The processes X1 and X2 are submitted to a drift bringing them to the
center, where R is larger. The process X2 is submitted to a stronger drift than X1,
which is what we want to exploit in the proof.

Step 2. Write an equation for the process (R(X1
t ))t≥0. For x ∈ R, we let {x}

be analogous to the fractional part of x, but belonging to (−1/2, 1/2] instead of [0, 1),
namely, {x} is the unique real number such that:

{x} ∈ (−1/2, 1/2], x− {x} ∈ Z.

We define the sign function sgn by: sgn(x) = 1 if x ≥ 0 and sgn(x) = −1 if x < 0. By
our symmetry assumptions on r and D, we have r(x) = r(|{x}|), so

R(x) = R(|{x}|), R′(x) = sgn({x})R′(|{x}|),

and D(x) = D(|{x}|), so
α′(x) = sgn({x})α′(|{x}|).

Now, we set Y 1
t := R(X1

t ). Applying Itô’s formula, we have:

dY 1
t =

[
s1R′(X1

t )α
′(X1

t ) +R′′(X1
t )
]
dt+

√
2R′(X1

t ) dW
1
t .

By our above remarks, we get:

dY 1
t =

[
s1R′(

∣∣{X1
t

}∣∣)α′(
∣∣{X1

t

}∣∣) +R′′(
∣∣{X1

t

}∣∣)] dt+√
2 sgn(

{
X1

t

}
)R′(

∣∣{X1
t

}∣∣) dW 1
t .

By our monotonicity assumptions on R, the function x 7→ R(x) is a bijection from
[0, 1/2] to [R(1/2), R(0)]. Therefore, since x 7→ |{x}| takes its values in [0, 1/2], we can
write: ∣∣{X1

t

}∣∣ = R−1(Y 1
t ).

We obtain that Y 1
t satisfies

dY 1
t =

[
s1b(Y 1

t ) +B(Y 1
t )
]
dt+ σ(Y 1

t ) dW t, (29)

where

W t :=

∫ t

0

sgn(
{
X1

t

}
) dW 1

t
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and, for y ∈ [R(1/2), R(0)],

b(y) := R′(R−1(y))α′(R−1(y)), B(y) := R′′(R−1(y)), σ(y) :=
√
2R′(R−1(y)).

Last, (W t)t≥0 is a martingale with increasing process

〈
W
〉
t
=

∫ t

0

sgn(
{
X1

t

}
)2 dt = t,

so (W t)t≥0 is a Brownian motion.

Step 3. Regularity of the coefficients of (29). We prove that b, B and σ2

are Lipschitz. We will see in Step 4 that these conditions ensure the existence and
uniqueness of a solution to (29).

First, R(y) = r(h−1(y)), so R ∈ C4(R), and

R′(y) =
r′(h−1(y))

h′(h−1(y))
=
√
D(h−1(y)) r′(h−1(y))

is nonzero on (0, 1/2). Moreover,

R′′(y) =
1

h′(h−1(y))

(
D′(h−1(y)) r′(h−1(y))

2
√
D(h−1(y))

+
√
D(h−1(y)) r′′(h−1(y))

)
.

Since D′(0) = D′(1/2) = 0, we have, at y = 0 and at y = 1/2:

R′′(y) =
1

h′(h−1(y))

√
D(h−1(y)) r′′(h−1(y)),

which, by our assumptions on r, is nonzero. Further, R shares the same monotonicity
properties as r. Hence, properties (a), (b) and (c) of the statement also hold with R
instead of r.

Second, we have:

b′(y) =
R′′(R−1(y))

R′(R−1(y))
α′(R−1(y)) + α′′(R−1(y)).

Since R and α are of class C2, R′′ and α′′ are bounded. Further, R′(0) = R′(1/2) = 0
and R′ is nonzero on (0, 1/2). Since R′′(0) ̸= 0 and α′(0) = 0, we have, for x→ 0:∣∣∣∣R′′(x)

R′(x)
α′(x)

∣∣∣∣ ≤ R′′(0)

R′′(0)x+O(x2)
O(x),

which is bounded. Hence b′ is bounded near 0. Likewise, b′ is bounded near 1/2.
Therefore, b′ is bounded on [0, 1/2] so b is Lipschitz.
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Third, we have

B′(y) =
R′′′(R−1(y))

R′(R−1(y))
.

The function R′′′ is bounded on [0, 1/2] and R′ is nonzero on (0, 1/2). Moreover, owing
to R ∈ C4(R), we have, as x → 0, R′′′(x) = O(x) and R′(x) = R′′(0)x + O(x2). Since
R′′(0) ̸= 0, R′′′/R′ is bounded near 0. Likewise, R′′′/R′ is bounded near 1/2. This
implies that B′ is bounded on [0, 1/2], so B is Lipschitz.

Last, we have:

(σ2)′(y) = 2σ(y)σ′(y) =
4R′(R−1(y))R′′(R−1(y))

R′(R−1(y))
= 4R′′(R−1(y)),

which is bounded. Therefore, σ2 is Lipschitz.

Step 4. Conclusion. By Step 3, s1b + B and σ2 are Lipschitz on [R(1/2), R(0)].
We extend the functions b, B and σ2 to Lipschitz functions on R, with b ≥ 0. Then,
using [33, Theorem IX.3.5.(ii)] (with ρ(x) := |x|), we conclude that pathwise uniqueness
holds for Equation (29).

Now, let us consider the following equation:

dY 2
t =

[
s2b(Y 2

t ) +B(Y 2
t )
]
dt+ σ(Y 2

t ) dWt. (30)

As for (29), pathwise uniqueness holds for (30). Further, doing the same computations

as in Step 2, there exists a Brownian motion (W
′
)t≥0 (constructed as (W t)t≥0 with

(W 2)t≥0 instead of (W 1)t≥0) such that (R(X2
t ))t≥0 solves (30) with W = W

′
.

Hence, Equation (30) has a solution; owing to pathwise uniqueness, it follows
from [33] (see Theorem IX.1.7 and the associated Remark 2) that this solution is
strong, and, therefore, that there exists a (unique) solution (Y 2

t )t≥0 to (30) carried
by the Brownian motion W = W defined in Step 2. By uniqueness in law, we have:

(Y 2
t )t≥0 = (R(X2

t ))t≥0 in law.

We point out that the processes (Y 1
t )t≥0 and (Y 2

t )t≥0 are carried by the same Brownian
motion, which allows us to compare them. We have indeed, on R,

s1b+B ≤ s2b+B.

Hence, the comparison result stated in [33, Theorem IX.3.7], implies that almost surely,

∀t ≥ 0, Y 1
t ≤ Y 2

t .

Therefore,

E
[
exp

(∫ t

0

Y 1
t dy

)]
≤ E

[
exp

(∫ t

0

Y 2
t dy

)]
.

Recalling Step 1, this concludes the proof.
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Proof of Theorem 3.12, item (iii). Let D be nonconstant and, on [0, 1), have exactly
one local minimum at x ∈ [0, 1) and one local maximum at x ∈ [0, 1). We let ε > 0 and
define

rε(x) :=

{
1 x ∈ (x− ε, x+ ε) ∪ (x− ε, x+ ε),

0 otherwise.

By Theorem 3.10, we have for all ε > 0,

lim
q→−∞

k0q [rε, D] = lim
q→+∞

k0q [rε, D] = 1.

Thus, for all ε > 0, q 7→ k0q [rε, D] cannot be monotonic unless it is constant. But rε → 0
in L2([0, 1]) as ε → 0. Therefore, for all q ∈ R, k0q [rε, D] → 0 as ε → 0. Hence, for
ε > 0 small enough, q 7→ k0q [rε, D] is not monotonic.

Proof of Theorem 3.12, item (iv). By Theorem 3.10, we have:

lim
q→−∞

c∗q[r;D] = lim
q→+∞

c∗q[r;D] = 0.

On the other hand, for q ∈ R such that k0q [r;D] > 0, we have c∗q[r;D] > 0. This proves
that q 7→ c∗q[r;D] cannot be monotonic.
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[26] Grégoire Nadin. Some dependence results between the spreading speed and the
coefficients of the space-time periodic Fisher-KPP equation. European J. Appl.
Math., 22(2):169–185, 2011.

[27] Gregoire Nadin. How does the spreading speed associated with the Fisher-KPP
equation depend on random stationary diffusion and reaction terms? Discrete
Contin. Dyn. Syst. Ser. B, 20(6):1785–1803, 2015.

[28] Hirokazu Ninomiya and Keita Nakajima. Propagation and blocking of bistable
waves by variable diffusion. November 2024. preprint (Version 1) available at
Research Square.

39



[29] Akira Okubo. Dynamical aspects of animal grouping: swarms, schools, flocks, and
herds. Advances in biophysics, 22:1–94, 1986.

[30] Akira Okubo and Simon A. Levin. Diffusion and Ecological Problems – Modern
Perspectives. Second edition, Springer-Verlag, New York, 2002.

[31] Clifford S. Patlak. Random walk with persistence and external bias. Bull. Math.
Biophys., 15:311–338, 1953.
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